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PREFACE

engineers and scientists from all disciplines. With advances in science and

technology, development of new engineering fields, and changes in the
engineering profession, today’s engineer must have a deeper, more diverse, and
up-to-date knowledge of materials-related issues. At a minimum, all engineering
students must have the basic knowledge of the structure, properties, processing,
and performance of various classes of engineering materials. This is a crucial first
step in the materials selection decisions in every day rudimentary engineering
problems. A more in-depth understanding of the same topics is necessary for
designers of complex systems, forensic (materials failure) analysts, and research
and development engineers/scientists.

Accordingly, to prepare materials engineers and scientists of the future, Foun-
dations of Materials Science and Engineering is designed to present diverse topics
in the field with both appropriate breadth and depth. The strength of the book is in
its balanced presentation of concepts in science of materials (basic knowledge) and
engineering of materials (applied knowledge). The basic and applied concepts are.
integrated through concise textual explanations, relevant and stimulating imagery,
detailed sample problems, electronic supplements, and homework problems. This
textbook is therefore suitable for both an introductory course in materials at the soph-
omore level and a more advanced (junior/senior level) second course in materials
science and engineering. Finally, the fifth edition and its supporting resources are
designed to address a variety of student learning styles based on the well-known
belief that not all students learn in the same manner and with the same tools.

The following improvements have been made to the fifth edition:

Thc subject of materials science and engineering is an essential course to

#@ The chapter on atomic structure and bonding, Chapter 2, has been rewritten.
The new presentation is based on the more recent understandings of the
atomic structure, bonding, and their influence on material properties and
behavior. As a result, the coverage is more accurate and up-to-date. Important
improvements include: (1) a concise and interesting historical perspective on
the key advances in the field that we are sure both the instructors and the
students will enjoy and appreciate; (2) the concept of bonding in multi-elec-
tron atoms is discussed in more detail; (3) the concept of lattice energy is
presented; (4) the relationship between type of bonding and material proper-
ties is explained in more detail; and (5) new example and homework materials
to support the other changes.

® Nanotechnology topics have been included in various related chapters. These
topics include the study of materials with nano-scale features (for instance,
nano grain size), instruments that are needed to study nano-scale features,
processing techniques, and properties of materials with nano-scale features.



m The ever growing and changing field of biomedical engineering inspired the
addition of a new chapter on biomaterials (Chapter 17). The main topics of
the chapter include a discussion of the behavior of structural materials (metals,
ceramics, polymers, and composites) inside the human body in orthopedic
applications and biocompatibility issues and a discussion of the structure,
properties, and behavior of biclogical materials (including bone, ligaments and
cartilage). We introduce biological materials because they are the state of the
art in smart materials with nano-scale features.

® The end-of-chapter problems have been classified according to the learning/
understanding level expected from the student by the instructor. The classifica-
tion is based on Bloom's Taxonomy and is intended to help students as well
as instructors to set goals and standards for learning objectives. The first
group in the classification is the Knowledge and Comprehension Problems.
These problems will require students to show learning at the most basic level
of recall of information and recognition of facts. Most problems ask the stu-
dents to perform tasks such as define, describe, list, and name. The second
group is the Application and Analysis Problems. In this group, students are
required to apply the learned knowledge to the solution of a problem, demon-
strate a concept, calculate, and analyze. Finally, the third class of problems is
called Synthesis and Evaluation Problems. In this class of problems, the stu-
dents are required to judge, evaluate, design, develop, estimate, assess, and in
general synthesize new understanding based on what they have learned from
the chapter. It is worth noting that this classification is not indicative of the
level of difficulty, but simply different cognitive levels.

® For each chapter, new problems—mostly in the synthesis and evaluation cate-
gory—have been developed. These problems are intended to make the stu-
dents think in a more in-depth and reflective manner. This is an important
objective of the authors to help the instructors train engineers and scientists
that operate at a higher cognitive domain. '

® Another exciting new feature of the fifth edition is the instructors’ PowerPoint®
lectures. These detailed, yet succinct, PowerPoint lectures are highly interactive
and contain technical video clips, tutorials for problem solving, and virtual
laboratory experiments. The PowerPoint lectures are designed to address a
variety of learning styles including innovative, analytic, common sense, and
dynamic learners. Not only is this a great presentation tool for the instructor, it
creates interest in the student to learn the subject more effectively. We strongly
recommend that the instructors for this course view and test these PowerPoint
lecture presentations. This could especially be helpful for new instructors.

Online Resources

The text website contains a variety of resources for students and instructors at
www.mhhe.com/smithmaterials5. Materials for students include:

Three virtual labs with video, interactive quizzing, and step-by-step, real-life
processes; a lab manual that coordinates with the virtual labs; MatVis crystal visu-
alization software so students can create crystal structures as well as view existing
structures; animations; a searchable materials properties database.

Perface
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Materials for instructors include: lecture PowerPoint slides with animations,
videos, and images not in the text; a solutions manual; teaching resources to help
instructors incorporate the virtual labs and other media into class; text images; and
sample syllabi.

Electronic Textbook Options

Ebooks are an innovative way for students to save money and create a greener envi-
ronment at the same time. An ebook can save students about half the cost of a tra-
ditional textbook and offers unique features like a powerful search engine, high-
lighting, and the ability to share notes with classmates using ebooks.

McGraw-Hill offers two ebook options: purchasing a downloadable book from
VitalSource or a subscription to the book from CourseSmart. To talk about the ebook
options, contact your McGraw-Hill sales rep or visit the sites directly at www.vitalsource
.com and www.coursesmart.com.
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{Courtesy of NASA.)

he Phoenix Mars Lander is the “robot scientist” behind the most recent scien-

tific quest by NASA’s Mars Exploration Program. Two major scientific goals of
the Phoenix mission are to establish if life ever arose on Mars and understand Mars’
climate behavior. The spacecraft is a masterpiece of engineering representing our
human desire to gain knowledge. Imagine the materials science and engineering chal-
lenges in designing the craft to withstand, survive, and function effectively under a
variety of extreme conditions. For instance, during the launch, the spacecraft and its
sensitive instruments experience tremendous loads: during the cruise stage, the
spacecraft must withstand solar storms and micrometeorite impact; during entry,
descent, and landing, the temperature will rise by several thousands of degrees, and
it will be yanked by a tremendous deceleration force when the parachute is deployed;
and finally during operation, it must endure the extreme cold temperatures of the
Martian arctic and the Martian dust storms.

The Lander is equipped with a suite of engineering tools and scientific instru-
ments, The major instruments aboard the Lander include (1) a camera-enabled
robotic arm (built by Jet Propulsion Laboratory [JPL], University of Arizona, and
Max Planck Institute in Germany), (2) microscopy, electrochemistry, and conductiv-
ity analyzer instruments (JPL), (3) thermal and evolved gas analyzer (University of
Arizona and University of Texas Dallas), (4) various imaging systems, and (5) a
meteorological station (Canadian Space Agency). All major categories of materials
including metals, polymer, ceramic, composite, and electronic materials are utilized
in the structure of the Lander and its instruments.

The Phoenix Mars Lander mission uses our most sophisticated technologies,
knowledge, and skills in the field of materials science and engineering to generate
new knowledge about Mars that may pave the way for human exploration of space
and habitation of other planets. B



LEARNING OBJECTIVES

By the end of this chapter, students will be able 4. Cite one material from each group. Give some

to... applications of different types of materials.
1. Describe the subject of materials science and 5. Evaluate how much you know and how much
engineering as a scientific discipline. you do not know about materials.
2. Cite the primary classification of solid materials. 6. Establish the importance of materials science
3. Give distinctive features of each group of and engineering in selection of materials for
materials, various applications.

1.1 MATERIALS AND ENGINEERING

Humankind, materials, and engineering have evolved over the passage of time and
are continuing to do so. All of us live in a world of dynamic change, and materials
are no exception. The advancement of civilization has historically depended on the
improvement of materials to work with. Prehistoric humans were restricted to natu-
rally accessible materials such as stone, wood, bones, and fur. Over time, they moved
from the materials Stone Age into the newer Copper (Bronze) and Iron Ages. Note
that this advance did not take place uniformly everywhere—we shall see that this is
true in nature even down to the microscopic scale. Even today we are restricted to
the materials we can obtain from Earth’s crust and atmosphere (Table 1.1). Accord-
ing to Webster’s dictionary, materials may be defined as substances of which some-
thing is composed or made. Although this definition is broad, from an engineering
application point of view, it covers almost all relevant situations.

Tabhie 1.1 The most common elements in planet Earth's crust
and atmosphere by weight percentage and volume

Weight percentage
Element of the Earth’s crust
Oxygen (O) 46.60
Silicon (S1) 27.72
Aluminum (Al) 8.13
Iron (Fe) 5.00
Calcium (Ca) 363
Sodium (Na) 2.83
Potassium (K) 2.70
Magnesium (Mg) 209
Total 98.70
Gas Percent of dry air by volume
Nitrogen (N,) 78 08
Oxygen (O,) 2095
Argon (Ar) 093
Carbon dioxide (CO,) 003
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Figure 1.1

High-speed civil transport image shows the Hyper-X at Mach 7 with the engines
operating. Rings indicate surface flow speeds.

{© The Boeing Company.)

The production and processing of materials into finished goods constitutes a
large part of our present economy. Engineers design most manufactured products and
the processing systems required for their production. Since products require materi-
als, engineers should be knowledgeable about the internal structure and properties
of materials so that they can choose the most suitable ones for each application and
develop the best processing methods.

Research and development engineers create new materials or modify the prop-
erties of existing ones. Design engineers use existing, modified, or new materials to
design and create new products and systems. Sometimes design engineers have a
problem in their design that requires a new material to be created by research
scientists and engineers. For example, engineers designing a high-speed-civil trans-
port (HSCT) (Fig. 1.1) will have to develop new high-temperature materials that will
withstand temperatures as high as 1800°C (3272°F) so that airspeeds as high as
Mach 12 to 25 can be attained.! Research is currently underway to develop new
ceramic-matrix composites, refractory intermetallic compounds, and single-crystal
superalloys for this and other similar applications.

One area that demands the most from materials scientists and engineers is
space exploration. The design and construction of the International Space Station

"Mach 1 equals the speed of sound in air.



1.1 Materials and Engineering

Figure 1.2
The International Space Station.
(© Stocktrek/age fotostock.)

(ISS) and Mars Exploration Rover (MER) missions are examples of space
research and exploration activities that require the absolute best from our mate-
rials scientists and engineers. The construction of ISS, a large research laboratory
moving at a speed of 27,000 km/h through space, required selection of materials
that would function in an environment far different than ours on earth (Fig. 1.2).
The materials must be lightweight to minimize payload weight during liftoff. The
outer shell must protect against the impact of tiny meteoroids and man-made
debris. The internal air pressure of roughly 15 psi is constantly stressing the mod-
ules. Additionally, the modules must withstand the massive stresses at launch.
Materjals selection for MERs is also a challenge, especially considering that
they must survive an environment in which night temperatures could be as low
as —96°C. These and other constraints push the limits of material selection in the
design of complex systems.

We must remember that materials usage and engineering designs are constantly
changing. This change continues to accelerate. No one can predict the long-term
future advances in material design and usage. In 1943 the prediction was made that
successful people in the United States would own their own autogyros (auto-airplanes).
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How wrong that prediction was! At the same time, the transistor, the integrated
circuit, and television (color and high definition included) were neglected. Thirty
years ago, many people would not have believed that some day computers would
become a common household item similar to a telephone or a refrigerator. And today,
we still find it hard to believe that some day space travel will be commercialized
and we may even colonize Mars. Nevertheless, science and engineering push and
transform our most unachievable dreams to reality.

The search for new materials goes on continuously. For example, mechanical
engineers search for higher-temperature materials so that jet engines can operate
more efficiently. Electrical engineers search for new materials so that electronic
devices can operate faster and at higher temperatures. Aerospace engineers search
for materials with higher strength-to-weight ratios for aerospace vehicles. Chemical
and materials engineers look for more highly corrosion-resistant materials. Various
industries look for smart materials and devices and microelectromechanical systems
(MEMs) to be used as sensors and actuators in their respective applications. More
recently, the field of nanomaterials has attracted a great deal of attention from
scientists and engineers all over the world. Novel structural, chemical, and mechan-
ical properties of nanomaterials have opened new and exciting possibilities in the
application of these materials to a variety of engineering and medical problems.
These are only a few examples of the search by engineers and scientists for new and
improved materials and processes for a multitude of applications. In many cases,
what was impossible yesterday is a reality today!

Engineers in all disciplines should have some basic and applied knowledge of
engineering materials so that they will be able to do their work more effectively when
using them. The purpose of this book is to serve as an introduction to the internal
structure, properties, processing, and applications of engineering materials. Because
of the enormous amount of information available about engineering materials and due
to the limitations of this book, the presentation has had to be selective.

1.2 MATERIALS SCIENCE AND ENGINEERING

Materials science is primarily concerned with the search for basic knowledge
about the internal structure, properties, and processing of materials. Materials
engineering is mainly concerned with the use of fundamental and applied knowl-
edge of materials so that the materials can be converted into products needed or
desired by society. The term materials science and engineering combines both
materials science and materials engineering and is the subject of this book. Mate-
rials science is at the basic knowledge end of the materials knowledge spectrum
and materials engineering is at the applied knowledge end, and there is no demar-
cation line between the two (Fig. 1.3).

Figure 1.4 shows a three-ringed diagram that indicates the relationship among
the basic sciences (and mathematics), materials science and engineering, and the
other engineering disciplines. The basic sciences are located within the inner ring or
core of the diagram, while the various engineering disciplines (mechanical, electri-
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Materials knowledge spectrum. Using the combined knowledge of
materials from materials science and materials engineering enables
engineers to convert materials into the products needed by society.
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This diagram illustrates how materials science and
engineering form a bridge of knowledge from the
basic sciences to the engineering disciplines.
(Reprinted with permission from National Academy of Sciences,
courtesy of National Academic Press.)

cal, civil, chemical, etc.) are located in the outermost third ring. The applied sciences,
metallurgy, ceramics, and polymer science are located in the middle ring. Materials
science and engineering is shown to form a bridge of materials knowledge from the
basic sciences (and mathematics) to the engineering disciplines.
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1.3 TYPES OF MATERIALS

For convenience most engineering materials are divided into three main or funda-
mental classes: metallic materials, polymeric materials, and ceramic materials,
In this chapter we shall distinguish among them on the basis of some of their impor-
tant mechanical, electrical, and physical properties. In subsequent chapters, we shall
study the internal structural differences among these types of materials. In addition
to the three main classes of materials, we shall consider two processing or applica-
tional classes, composite materials and electronic materials, because of their great
engineering importance.

1.3.1 Metallic Materials

These materials are inorganic substances that are composed of one or more metal-
lic elements and may also contain some nonmetallic elements. Examples of metallic
elements are iron, copper, aluminum, nickel, and titanium. Nonmetallic elements
such as carbon, nitrogen, and oxygen may also be contained in metallic materials.

Metals have a crystalline structure in which the atoms are arranged in an orderly
~ manner. Metals in general are good thermal and electrical conductors. Many metals
are relatively strong and ductile at room temperature, and many maintain good
strength even at high temperatures.

Metals and alloys? are commonly divided into two classes: ferrous metals and
alloys that contain a large percentage of iron such as the steels and cast irons and
nonferrous metals and alloys that do not contain iron or contain only a relatively
small amount of iron. Examples of nonferrous metals are aluminum, copper, zinc,
titanium, and nickel. The distinction between ferrous and nonferrous alloys is made
because of the significantly higher usage and production of steels and cast irons when
compared to other alloys.

Metals in their alloyed and pure forms are used in numerous industries including
aerospace, biomedical, semiconductor, electronic, energy, civil structural, and transport.
The U.S. production of basic metals such as aluminum, copper, zinc, and magnesium
is expected to follow the U.S. economy fairly closely. However, the production of iron
and steel has been less than expected because of global competition and the always-
important economical reasons. Materials scientists and engineers are constantly attempt-
ing to improve the properties of existing alloys and to design and produce new alloys
with improved strength, high temperature strength, creep (see Sec. 7.4), and fatigue (see
Sec. 7.2) properties. The existing alloys may be improved by better chemistry, compo-
sition control, and processing techniques. For example, by 1961, new and improved
nickel-base, iron-nickel-cobalt-base superalloys were available for use in high-pressure
turbine airfoils in aircraft gas turbines. The term superalloy was used because of their
improved performance at elevated temperatures of approximately 540°C (1000°F) and
high stress levels. Figures 1.5 and 1.6 show a PW-4000 gas turbine engine that is made
primarily of metal alloys and superalloys. The metals used inside the engine must be

2A metal alloy is a combination of two or more metals or a metal (metals) and a nonmetal (nonmetals).
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) Fan bypass section
-

Figure 1.5 Figure 1.6

The aircraft turbine engine (PW 4000) shown Cutaway of the PW 4000 112-in. (284.48 cm) gas
is made principally of metal alloys. The latest turbine engine, showing fan bypass section.
high-temperature, heat resistant, high-strength (Courtesy of Pratt & Whitney Co.)

nickel-base alloys are used in this engine. This
engine has many advanced, service-proven
technologies to enhance operational performance
and durability. These include second-generation
single-crystal turbine blade materials, powder metal
disks, and an improved full authority digital
alectronic control.

(Courtesy of Pratt & Whitney Co.)

able to withstand high temperatures and pressures generated during its operation. By
1980, casting techniques were improved to produce directionally solidified columnar
grain (see Sec. 4.2) and single crystal casting nickel-base alloys (see Sec. 4.2). By the
1990s, single crystal directionally solidified cast alloys were standard in many aircraft
gas turbine applications. The better performance of superalloys at elevated operating
temperatures, significantly improved the efficiency of the aircraft engines.

Many metal alloys such as titanium alloys, stainless steel, and cobalt-base alloys
are also used in biomedical applications, including orthopedic implants, heart valves,
fixations devices, and screws. These materials offer high strength, stiffness, and bio-
compatibility. Biocompatibility is important because the environment inside the
human body is extremely corrosive, and therefore materials used for such applica-
tions must be effectively impervious to this environment. _

In addition to better chemistry and composition control, researchers and engi-
neers also concentrate on improving new processing techniques of these materials.
Processes such as hot isostatic pressing (see Sec. 11.4) and isothermal forging have
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led to improved fatigue life of many alloys. Also, powder metallurgy techniques (see
Sec. 11.4) will continue to be important since improved properties can be obtained
for some alloys with lower finished product cost.

1.3.2 Polymeric Materials

Most polymeric materials consist of long molecular chains or networks that are usu-
ally based on organics (carbon-containing precursors). Structurally, most polymeric
materials are noncrystalline, but some consist of mixtures of crystalline and non-
crystalline regions. The strength and ductility of polymeric materials vary greatly.
Because of the nature of their internal structure, most polymeric materials are poor
conductors of electricity. Some of these materials are good insulators and are used
for electrical insulative applications. One of the more recent applications of poly-
meric materials has been in manufacture of digital video disks (DVDs) (Fig. 1.7). In
general, polymeric materials have low densities and relatively low softening or
decomposition temperatures.

Historically, plastic materials have been the fastest growing basic material in the
United States, with a growth rate of 9 percent per year on a weight basis (Fig. 1.14).
However, the growth rate of plastics through 1995 dropped to below 5 percent, a
significant decrease. This drop was expected because plastics have already substi-
tuted for metals, glass, and paper in most of the main volume markets, such as pack-
aging and construction, for which plastics are suitable.

Engineering plastics such as nylon are expected to remain competitive with met-
als, according to some predictions. Figure 1.8 shows expected costs for engineering
plastic resins versus some common metals. The polymer-supplying industries are
increasingly focusing development of polymer-polymer mixtures, also known as alloys
or blends, to fit specific applications for which no other single polymer is suitable.
Because blends are produced based on existing polymers with well-known properties,

Figure 1.7

Plastic resin producers are developing ultrapure,
high-flow grades of polycarbonate plastic for DVDs.
(© Getty/RF)
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Historical and expected competitive costs of engineering plastic resins versus
some common metals from 1970 to 1990. Engineering plastics are expected to
remain competitive with cold-rolled steel and other metals.

(From Modern Plastics, August 1982, p. 12, and new data, 1998. Reprinted by permission of
Modern Plastics.)

their development is less costly and more reliable than synthesizing a new single poly-
mer for a specific application. For example, elastomers (a highly deformable type of
polymer) are often blended with other plastics to improve the impact strength of the
material. Such blends have important usage in automotive bumpers, power tool hous-
ing, sporting goods, and the synthetic components used in many indoor track facilities,
which are generally made of a combination of rubber and polyeurathane. Acrylic coat-
ings blended with various fibers and fillers and with brilliant colors are used as coating
material for tennis courts and playgrounds. Yet, other polymer-coating materials are
being used for protection against corrosion, aggressive chemical environments, thermal
shock, impact, wear, and abrasion. Search for new polymers and blends continues
because of their low cost and suitable properties for many applications.

1.3.3 Ceramic Materials

Ceramic materials are inorganic materials that consist of metallic and nonmetallic ele-
ments chemically bonded together. Ceramic materials can be crystalline, noncrystalline,
or mixtures of both. Most ceramic materials have high-hardness and high-temperature
strength but tend to be brittle (little or no deformation prior to fracture). Advantages of
ceramic materials for engineering applications include light weight, high strength and
hardness, good heat and wear resistance, reduced friction, and insulative properties
(Figs. 1.9 and 1.10). The insulative property along with high heat and wear resistance
of many ceramics make them useful for furnace linings for heat treatment and melting

11
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Figure 1.9

(a) Examples of a newly developed generation of engineered ceramic materials for advanced engine
applications. The black items include engine valves, valve seat inserts, and piston pins made of silicon
nitride. The white item is a port-manifold liner made of an alumina ceramic material.

(Courtesy of Kyocera Industrial Ceramics Corp.)

(b) Potential ceramic component applications in a turbocharged diesel engine.

(After Metals and Materials, December 1988.)

of metals such as steel. The search for new plastics and alloys continues because of
their lower cost and suitable properties for many applications.

The historic rate of growth of traditional ceramic materials such as clay, glass,
and stone in the United States has been 3.6 percent (1966 to 1980). The expected
growth rate of these materials from 1982 to 1995 followed the U.S. economy. In
the past few decades, an entirely new family of ceramics of oxides, nitrides, and
carbides, with improved properties, have been produced. The new generation of
ceramic materials called engineering ceramics, structural ceramics, or advanced
ceramics has higher strength, better wear and corrosion resistance (even at higher
temperatures), and enhanced thermal shock (due to sudden exposure to very high
or very low temperatures) resistance. Among the established advanced ceramic
materials are alumina (oxide), silicon nitride (nitride), and silicon carbide (carbide).

An important aerospace application for advanced ceramics is the use of ceramic
tiles for the space shuttle. The ceramic tiles are made of silicon carbide because of
its ability to act as a heat shield and to quickly return to normal temperatures upon
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Figure 1.10
High-performance ceramic ball bearings and races
are made from titanium and carbon nitride

feedstocks through power metal technology.
(© David A. Tietz/Editorial Image, LLC.)

removal of the heat source. These ceramic materials thermally protect the aluminum
internal substructure of the space shuttle during ascent and reentry into the earth’s
atmosphere (see Figs. 11.43 and 11.44). Another application for advanced ceramics
that points to the versatility, importance, and future growth of this class of materials
is its use as a cutting tool material. For instance, silicon nitride with a high thermal
shock resistance and fracture toughness is an excellent cutting tool material.

The applications for ceramic materials are truly unlimited as they can be applied
to aerospace, metal manufacturing, biomedical, automobile, and numerous other indus-
tries. The two main drawbacks for this class of materials are that they are (1) difficult
to process into finished products and are therefore expensive and (2) brittle and have
low fracture toughness compared to metals. If techniques for developing high tough-
ness ceramics are developed further, these materials could show a tremendous upsurge
for engineering applications.

1.3.4 Composite Materials

A composite material may be defined as two or more materials (phases or constituents)
integrated to form a new one. The constituents keep their properties, and the overall
composite will have properties different than each of them. Most composite materials
consist of a selected filler or reinforcing material and a compatible resin binder to
obtain the specific characteristics and properties desired. Usually, the components do
not dissolve in each other, and they can be physically identified by an interface between
them. Composites can be of many types. Some of the predominant types are fibrous
(composed of fibers in a matrix) and particulate (composed of particles in a matrix).
Many different combinations of reinforcements and matrix materials are used to produce
composite materials. For example, the matrix material may be a metal such as alu-
minum, a ceramic such as alumina, or a polymer such as epoxy. Depending on the
type of matrix used, the composite may be classified as a metal matrix composite
(MMC), ceramic matrix composite (CMC), or a polymer matrix composite (PMC). The

13
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fiber or particulate materials may also be selected from any of the three main classes
of materials with examples such as carbon, glass, aramid, silicon carbide, and others.
The combinations of materials utilized in the design of composites depend mainly on
the type of application and the environment in which the material will be used.

Composite materials have replaced numerous metallic components especially in
aerospace, avionics, automobile, civil structural, and sports equipment industries. An
average annual gain of about 5 percent is predicted for the future usage of these
materials. One reason is due to their high strength and stiffness-to-weight ratio.
Some advanced composites have stiffness and strength similar to some metals but
with significantly lower density, and therefore lower overall component weight.
These characteristics make advanced composites extremely attractive in situations
where component weight is critical. Generally speaking, similar to ceramic materials,
the main disadvantage of most composite materials is their brittleness and low frac-
ture toughness. Some of these shortcomings may be improved, in certain situations,
by the proper selection of the matrix material.

Two outstanding types of modern composite materials used for engineering appli-
cations are fiberglass-reinforcing material in a polyester or epoxy matrix and carbon
fibers in an epoxy matrix. Figure 1.11 shows schematically where carbon-fiber-epoxy
composite material was used for the wings and engines of the C-17 transport plane.
Since these airplanes have been constructed, new cost-saving procedures and modi-
fications have been introduced (See Aviation Week & Space Technology, June 9,
1997, p. 30).

1.3.5 Electronic Materials

Electronic materials are not a major type of material by production volume but are an
extremely important type of material for advanced engineering technology. The most
important electronic material is pure silicon that is modified in various ways to change

Nonstructural parts,
liners, troop seats

Figure 1.11

Overview of the wide variety of composite parts used
in the Air Force's C-17 transport. This airplane has a
wingspan of 165 ft and uses 15,000 Ib of advanced
composites.

(From Advanced Composites, May/June 1988, p. 53.)



1.4 Competition Among Materials 15

its electrical characteristics. A multitude of complex electronic circuits can be minia-
turized on a silicon chip that is about 3/4 in. square (1.90 cm square) (Fig. 1.12). Micro-
electronic devices have made possible such new products as communication satellites,
advanced computers, handheld calculators, digital watches, and robots (Fig. 1.13),

The use of silicon and other semiconductor materials in solid-state and micro-
electronics has shown a tremendous growth since 1970, and this growth pattern is
expected to continue. The impact of computers and other industrial types of equipment
using integrated circuits made from silicon chips has been spectacular. The full effect
of computerized robots in modern manufacturing is yet to be determined. Electronic
materials will undoubtedly play a vital role in the “factories of the future” in which
almost all manufacturing may be done by robots assisted by computer-controlled
machine tools,

Over the years integrated circuits have been made with a greater and greater den-
sity of transistors located on a single silicon chip with a corresponding decrease in
transistor width. For example, in 1998 the point-to-point resolution for the smallest
measurement on a silicon chip was 0.18 um and the diameter of the silicon wafer
used was 12 in. (300 mm). Another improvement may be the replacement of aluminum
by copper for interconnects because of the higher conductivity of copper.

1.4 COMPETITION AMONG MATERIALS

Materials compete with each other for existing and new markets. Over a period of time
many factors arise that make it possible for one material to replace another for certain
applications. Certainly cost is a factor. If a breakthrough is made in the processing of
a certain type of material so that its cost is decreased substantially, this material may
replace another for some applications. Another factor that causes material replacement
changes is the development of a new material with special properties for some appli-
cations. As a result, over a period of time, the usage of different materials changes.

Figure 1.12 Figure 1.13
Modern microprocessors have a multitude of Robotic arms wielding car parts.
outlets, as indicated on this picture of Intel's (CORBIS/RF)

Pentium [l microprocessor.
(® IMP/Alamy RE)
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Competition of six major materials produced in the United States on a weight
(pound) basis. The rapid rise in the production of aluminum and polymers
(plastics) is evident.

(From J.G. Simon, Adv. Mat. & Proc., 133:63 (1988) and new data. Used by permission of
ASM International.)

Figure 1.14 shows graphically how the production of six materials in the United
States on a weight basis varied over the past years. Aluminum and polymers show
an outstanding increase in production since 1930. On a volume basis the production
increases for aluminum and polymers are even more accentuated since these are
light materials.

The competition among materials is evident in the composition of the U.S. auto.
In 1978, the average U.S. auto weighed 4000 1b (1800 kg) and consisted of about
60 percent cast iron and steel, 10 to 20 percent plastics, and 3 to 5 percent alu-
minum. The 1985 U.S. auto by comparison weighed an average of 3100 1b (1400 kg)
and consisted of 50 to 60 percent cast iron and steel, 10 to 20 percent plastics, and
5 to 10 percent aluminum. Thus, in the period 1978-1985 the percentage of steel
declined, that of polymers increased, and that of aluminum remained about the
same. In 1997 the domestic U.S. auto weighed an average of 3248 1b (1476 kg),
and plastics comprised about 7.4 percent of it (Fig. 1.15). The trend in the usage
of materials appears to be more aluminum and steel in autos and less cast iron. The
amount of plastics (by percentage) in autos appears to be about the same (Fig. 1.16).

For some applications only certain materials can meet the engineering . require-
ments for a design, and these materials may be relatively expensive. For example,
the modern jet engine (Fig. 1.5) requires high-temperature nickel-base superalloys
to function. These materials are expensive, and no cheap substitute has been found
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to replace them. Thus, although cost is an important factor in engineering design,
the materials used must also meet performance specifications. Replacement of one
material by another will continue in the future since new materials are being dis-
covered and new processes are being developed.

1.5 RECENT ADVANCES IN MATERIALS
SCIENCE AND TECHNOLOGY AND
FUTURE TRENDS

In recent decades, 2 number of exciting initiatives in materials science have been
undertaken that could potentially revolutionize the future of the field. Smart materi-
als (devices at micrometer size scale) and nanomaterials are two categories of mate-
rials that will critically affect all major industries.

1.5.1 Smart Materials

Some smart materials have been around for years but are finding more applications.
They have the ability to sense external environmental stimuli (temperature, stress,
light, humidity, and electric and magnetic fields) and respond to them by changing
their properties (mechanical, electrical, or appearance), structure, or functions. These
materials are generically called smart materials. Smart materials or systems that
use smart materials consist of sensors and actuators. The sensory component detects
a change in the environment, and the actuator component performs a specific func-
tion or a response. For instance, some smart materials change or produce color when
exposed to changes in temperature, light intensity, or an electric current.

Some of the more technologically important smart materials that can function
as actuators are shape-memory alloys and piezoelectric ceramics. Shape-memory
alloys are metal alloys that, once strained, revert back to their original shape .upon
an increase in temperature above a critical transformation temperature. The change
in shape back to the original is due to a change in the crystal structure above the
transformation temperature. One biomedical application of a shape-memory alloys
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Figure 1.17

Shape-memory alloys used as a stent to expand narrowed arteries or support weakened
ones: (&) stent on a probe and (b) stent positioned in a damaged artery for support.
(Source: http:/fwww.designinsite.dk/htmsider/inspmat.htm.)

(Courtesy of Nitinol Devices & Components © Sovereign/Phototake NYC.)

is as a stent for supporting weakened artery walls or for expanding narrowed arteries
(Fig. 1.17). The deformed stent is first delivered in the appropriate position in the
artery using a probe Fig. 1.17a. The'stent expands to its original shape and size after
increasing its temperature to body temperature Fig. 1.17b. For comparison, the con-
ventional method of expanding or supporting an artery is through the use of a stain-
less steel tube that is expanded using a balloon. Examples of shape-memory alloys
are nickel-titanium and copper-zinc-aluminum alloys.

Actuators may also be made of piezoelectric materials. The materials produce
an electric field when exposed to a mechanical force. Conversely, a change in an
external electric field will produce a mechanical response in the same material. Such
materials may be used to sense and reduce undesirable vibrations of a component
through their actuator response. Once a vibration is detected, a current is applied
to produce a mechanical response that counters the effect of the vibration.

Now let us consider the design and development of systems at micrometer size
scale that use smart materials and devices to sense, communicate, and actuate: such
is the world of microelectromechanical systems (MEMs). Originally, MEMs were
devices that integrated technology, electronic materials, and smart materials on a
semiconductor chip to produce what were commonly known as a micromachines.
The original MEMs device had the microscopic mechanical elements fabricated on
silicon chips using integrated circuits technology; MEMs were used as sensors or
actuators, But today the term “MEMSs” is extended to any miniaturized device. The
applications of MEMs are also numerous, including but not limited to micropumps,
locking systems, motors, mirrors, and sensors. For instance, MEMs are used in auto-
mobile airbags to sense both the deceleration and the size of the person sitting in
the car and to deploy the airbag at a proper speed.



1.6 Design and Selection

1.5.2 Nanomaterials

Nanomaterials are generally defined as those materials that have a characteristic length
scale (that is, particle diameter, grain size, layer thickness, etc.) smaller than 100 nm
(1 nm = 107° m). Nanomaterials can be metallic, polymeric, ceramic, electronic, or
composite, In this respect, ceramic powder aggregates of less than 100 nm in size, bulk
metals with grain size less than 100 nm, thin polymeric films with thickness less than
100 nm, and electronic wires with diameter less than 100 nm are all considered nanoma-
terials or nanostructured materials. At the nanoscale, the properties of the material are
neither that of the molecular or atomic level nor that of the bulk material. Although
a tremendous amount of research and development activities has been devoted to this
topic in the past decade, early research on nanomaterials dates back to the 1960s
when chemical flame furnaces were used to produce particles smaller than one
micron (1 micron = 107 m = 10% nm) in size. The early applications of nanoma-
terials were as chemical catalysts and pigments. Metallurgists have always been
aware that by refining the grain structure of a metal to ultrafine (submicron) levels,
its strength and hardness increases significantly in comparison to the coarse-grained
(micron-size) bulk metal. For example, nanostructured pure copper has a yield
strength six times that of coarse-grained copper.

The reasons for the recent extraordinary attention to these materials may be due
to the development of (1) new tools that make the observation and characterization
of these materials possible and (2) new methods of processing and synthesizing
nanostructured materials that enable researchers to produce these materials more
easily and at a higher yield rate.

The future applications of nanomaterials are only limited to the imagination, and
one of the major obstacles in fulfilling this potential is the ability to efficiently and
inexpensively produce these materials, Consider the manufacturing of orthopedic and
dental implants from nanomaterials with better biocompatibility characteristics, bet-
ter strength, and better wear characteristics than metals. One such material
is nanocrystalline zirconia (zirconium oxide), a hard and wear resistant ceramic that
is chemically stable and biocompatible. This material can be processed in a porous
form, and when it is used as implant material, it allows for bone to grow into its
pores, resulting in a more stable fixation. The metal alloys that are currently used
for this application do not allow for such interaction and often loosen over time,
requiring further surgery. Nanomaterials may also be used in producing paint or
coating materials that are significantly more resistant to scratching and environmental
damage. Also, electronic devices such as transistors, diodes, and even lasers may be
developed on a nanowire. Such materials science advancements will have both tech-
nological and economical impact on all areas of engineering and industries.

Welcome to the fascinating and exceedingly interesting world of materials
science and engineering!

1.6 DESIGN AND SELECTION

Material engineers should be knowledgeable of various classes of materials, their
properties, structure, manufacturing processes involved, environmental issues, eco-
nomic issues, and more. As the complexity of the component under consideration
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increases, the complexity of the analysis and the factors involved in the materials
selection process also increase. Consider the materials selection issues for the frame
and forks of a bicycle. The selected material must be strong enough to support the
load without yielding (permanent deformation) or fracture. The chosen material must
be stiff to resist excessive elastic deformation and fatigue failure (due to repeated
loading). The corrosion resistance of the material may be a consideration over the
life of the bicycle. Also, the weight of frame is important if the bicycle is used for
racing: It must be lightweight. What materials will satisfy all of the above require-
ments? A proper materials selection process must consider the issues of strength,
stiffness, weight, and shape of the component (shape factor) and utilize materials
selection charts in order to determine the most suitable material for the application,
The detailed selection process is outside the scope of this textbook, but we use this
example as an exercise in identifying various material candidates for this application.
It turns out that a number of materials may satisfy the strength, stiffness, and weight
considerations including some aluminum alloys, titanium alloys, magnesium alloys,
steel, carbon fiber reinforced plastic (CFRP), and even wood. Wood has excellent
properties for our application but it cannot be easily shaped to form a frame and the
forks. Further analysis shows CFRP is the best choice; it offers a strong, stiff, and
lightweight frame that is both fatigue and corrosion resistant, However, the fabrica-
tion process is costly. Therefore, if cost is an issue, this material may not be the most
suitable choice. The remaining materials, all metal alloys, are all suitable and com-
paratively easy to manufacture into the desired shape. If cost is a major issue, steel
emerges as the most suitable choice. On the other hand, if lower bicycle weight is
important, the aluminum alloy emerge as the most suitable material. Titanium and
magnesium alloys are more expensive than both aluminum and steel alloys and are
lighter than steel; they, however, do not offer significant advantages over aluminum,

1. 7SUMMARY

Materials science and materials engineering (collectively, materials science and engineering)

’form a bridge of materials knowledge between the basic sciences (and mathematics) and
the engineering disciplines. Materials science is concerned pn.maxﬂy with the search for
basic knowledge about materials, whereas materials engmeenng is concerned mainly wuh
using applied knowledge about materials.

: Themmemmntypesofmammlsmmemlhﬂ;-polymmo.mdwmxmcmma]s.m
other types of materials that are very important for modern engineering technology are com-
posite and electronic materials. All these types of materials will be dealt with jn this book.
Smart materials and devices in micrometer size scale and nanomaterials are presented as
new classes of materials with novel and important applications in mpany industries.

Materials compete with each other for existing and new markets, and so the replace-
ment of one material by another for some applications occurs. The availability of raw
materials, cost of manufacturing, and the developtnent of new materials and processes for
products are major factors that cause changes in materials usage. '



1.8 Definitions

1.8 DEFINITIONS

Sec. 1.1

Materials: substances of which something is composed or made. The term engineering
materials is sometimes used to refer specifically to materials used to produce technical
products. However, there is no clear demarcation line between the two terms, and they are
used interchangeably.

Sec. 1.2

Materials science: a scientific discipline that is primarily concerned with the search for basic
knowledge about the internal structure, properties, and processing of materials.

Materials engineering: an engineering discipline that is primarily concerned with the use of
fundamental and applied knowledge of materials so that they can be converted into
products needed or desired by society.

Sec. 1.3

Metallic materials (metals and metal alloys): inorganic materials that are characterized by high
thermal and electrical conductivities. Examples are iron, steel, alumirtum, and copper.

Polymeric materials: materials consisting of long molecular chains or networks of low-
weight elements such as carbon, hydrogen, oxygen, and nitrogen. Most polymeric
materials have low electrical conductivities. Examples are polyethylene and polyvinyl
chloride (PVC).

Ceramic materials: materials consisting of compounds of metals and nonmetals. Ceramic
materials are usually hard and brittle. Examples are clay products, glass, and pure
aluminum oxide that has been compacted and densified.

Composite materials: materials that are mixtures of two or more materials. Examples are
fiberglass-reinforcing material in a polyester or epoxy matrix.

Electronic materials: materials used in electronics, especially microelectronics. Examples are
silicon and gallium arsenide.

Ferrous metals and alloys: metals and alloys that contain a large percentage of iron such as
steels and cast irons.

Nonferrous metals and alloys: metals and alloys that do not contain iron, or if they do contain
iron, it is only in a relatively small percentage. Examples of nonferrous metals are
aluminum, copper, zinc, titanium, and nickel.

Superalloys: metal alloys with improved performance at elevated temperatures and high stress
levels.

Blends: mixture of two or more polymers, also called polymer alloys.

Advanced ceramics: new generation of ceramics with improved strength, corrosion
resistance, and thermal shock properties; also called engineering or structural ceramics.

Sec. 1.5

Smart materials: materials with the ability to sense and respond to external stimuli.

Shape-memory alloys: materials that can be deformed but return to their original shape upon
an increase in temperature.

Piezoelectric ceramics: materials that produce an electric field when subjected to mechanical
force (and vice versa).

Microelectromechanical systems (MEMs): any miniaturized device that performs sensing
and/or actuating function.

Micromachine: MEMs that perform a specific function or task.

Nanomaterials: materials with a characteristic length scale smaller than 100 nm.
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1.9 PROBLEMS

Knowledge and Comprehension Problems

11
1.2
1.3

1.4
1.5

1.6
1.7
1.8

1.9

1.10

1.11

1.12

113

1.14

What are materials? List eight commonly encountered engineering materials.
‘What are the main classes of engineering materials?

What are some of the important properties of each of the five main classes of
engineering materials?

Define a composite material. Give an example of a composite material.

Provide a list of characteristics for structural materials to be used in space
applications.

Define smart materials. Give an example of such material and an application for it.
What are MEMs? Give an application for MEMs.

‘What are nanomaterials? What are some proposed advantages of using
nanomaterials over their conventional counterparts?

Nickel-base superalloys are used in the structure of aircraft turbine engines. What
are the major properties of this metal that make it suitable for this application?
Make a list of items that you find in your kitchen (at least 15 items). In each item,
determine the class of materials (identify the specific material if you can) used in
the structure of the item.

Make a list of all the major components of your school’s varsity basketball court.
For each major component, determine the class of materials used in its structure
(identify the specific materials if you can).

Make a list of major components in your automobile (at least 15 components). For
each component, determine the class of materials used in its structure (identify the
specific material if you can).

Make a list of major components in your computer (at least 10 components). For
each component, determine the class of materials used in its structure (identify the
specific material if you can).

Make a list of major components in your classroom including the constructional
elements (at least 10 components). For each component, determine the class of
materials used in its structure (identify the specific material if you can).

Application and Analysis Problems

1.15

1.16

1.17

1.18

1.19

List some materials usage changes that you have observed over a period of time
in some manufactured products. What reasons can you give for the changes that
have occured?

(a) What kind of material is OFHC copper? (b) What are the desirable properties of
OFHC copper? (¢) What are the applications of OFHC copper in the power industry?
(a) To which class of materials does PTFE belong? (b) What are its desirable
properties? (¢) What are its applications in cookware manufacturing industries?
Why should civil engineers be knowledgeable about composition, properties, and
processing of materials?

Why should mechanical engineers be knowledgeable about composition, properties,
and processing of materials?



1.20

1.21

1.22

1.23

1.24

1.9 Problems

Why should chemical engineers be knowledgeable about composition, properties,
and processing of materials?

Why should industrial engineers be knowledgeable about composition, properties,
and processing of materials?

Why should petroleum engineers be knowledgeable about composition, properties,
and processing of materials?

Why should electrical engineers be knowledgeable about composition, properties,
and processing of materials?

Why should biomedical engineers be knowledgeable about composition, properties,
and processing of materials?

Synthesis and Evaluation Problems

1.25
1.26

1.27

1.28

1.29

1.30

1.31

What factors might cause materials usage predictions to be incorrect?

Consider the common household component in a lightbulb: (a) identify various
critical components of this item, (b) determine the material selected for each
critical component, and (¢) design a process that would be used to assemble the
lightbulb.

(a) Name the important factors in selecting materials for the frame of a mountain
bike. (b) Steel, aluminum, and titanium alloys have all been used as the primary
metals in the structure of a bicycle; determine the major weaknesses and strengths
of each. (c¢) The more-modern bikes are made of advanced composites. Explain
why, and name a specific composite used in the structure of a bike.

(a) Name the important criteria for selecting materials to use in a protective sports
helmet. (») Identify materials that would satisfy these criteria. (¢) Why would a
solid metal helmet not be a good choice?

Why is it important or helpful to classify materials into different groups as we
have done in this chapter?

A certain application requires a material that must be very hard and corrosion
resistant at room temperature and atmosphere. It would be beneficial, but not
necessary, if the material were also impact resistant. (a) If you only consider the
major requirements, which classes of materials would you search for this selection?
() If you consider both major and minor requirements, which classes would you
search? (¢) Suggest a material.

Give as many examples as you can on how materials science and engineering is
important to the ice climber in the cover image.
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ren Bond in Cuprite

(© Tom Pantages adaptation/courtesy
Prof. J. Spence.)

tomic orbitals represent the statistical likelihood that electrons will occupy var-

ious points in space. Except for the innermost electrons of the atoms, the shapes
of the orbitals are nonspherical. Until recently, we have only been able to imagine
the existence and shape of these orbitals because no experimental verifications were
available. Recently, scientists have been able to create a three-dimensional image of
these orbitals using a combination of X-ray diffraction and electron microscopy tech-
niques. The chapter-opening image shows the orbital of d state electrons of the
copper-oxygen bond in Cu,O. Through an understanding of the bonding in copper
oxides, using the techniques just described, researchers edge closer to explaining the
nature of high-temperature superconductivity in copper oxides.' ®

!www.aip.org/physnews/graphics/html/orbitalhtml



LEARNING OBJECTIVES

By the end of this chapter, students will be able 4. Describe various types of secondary bonds

to... and differentiate between these and primary
1. Describe the nature and structure of an atom as bonds.
well as its electronic structure. 5. Describe the effect of bond type and strength
2. Describe various types of primary bonis on the mechanical and electrical performance
including ionic, covalent and metallic. of various classes of materials.
3. Describe covalent bonding by carbon. 8. Describe mixed bonding in materials.

2.1 ATOMIC STRUCTURE AND
SUBATOMIC PARTICLES

In the fifth century BC, the Greek philosopher Democritus? postulated that matter ulti-
mately consists of small indivisible particles which he called atomos (or atoms) mean-
ing uncuttable or indivisible. This idea was lost on the scientific community until the
seventeenth century when Robert Boyle? asserted that elements are made up of “‘sim-
ple bodies” that themselves are not made up of any other bodies; a description of the
atom very similar to that of Democritus some 2200 years prior. In the early nineteenth
century, atomism was reborn as John Dalton* hypothesized the most precise definition
of the building blocks of matter by stating that matter is made up of small particles
called atoms and that all atoms in a pure substance are identical having the same size,
shape, mass, and chemical properties. Furthermore, he hypothesized that the atoms of
one pure substance are different from the atoms of other pure substances and when
combined, in specific simple fractions, form different compounds—law of multiple
proportions. Finally, he proposed that a chemical reaction is explained by separation,
combination, or rearrangement of atoms and that a chemical reaction does not lead to
creation or destruction of matter——law of mass conservation. Dalton’s and Boyle’s
assertions ignited a revolution in the field of chemistry.

2 Democritus (460 BC-370 BC). Greek materialist philosopher with contributions to the fields of
mathematics, minerals and plants, astronomy, epistemology, and ethics.

3 Robert Boyle (1627-1691). Irish philosopher, chemist, physicist, and inventor best known for the
formulation of Boyle's law (studied in physics and thermodynamics).

4 John Dalton (1766-1844). English chemist, meteorologist, and physicist.
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Figure 2.1

A cathode ray tube, consisting of a glass
tube, cathode, anode, deflecting plates, and a
flourescence screen.

In the late nineteenth century, Henri Becquerel® and Marie® and Pierre Curie’ in
France, introduced the concept of radioactivity. They suggested that atoms of newly
found elements such as polonium and radium spontaneously emit rays and named
this phenomenon radioactivity. The radiation was shown to consist of « (alpha), B
(beta), and vy (gamma) rays. It was also shown that o and B particles have both
charge and mass while y particles have no detectable mass or charge. The major
conclusion from these findings was that atoms must be made up of smaller con-
stituents or subatomic particles.

Cathode ray tube experiments were instrumental in identifying one of the con-
stituents or subatomic particles of the atom (Fig. 2.1). A cathode ray consists of a
glass tube with air extracted from it. At one end of this tube, two metal plates are
connected to a high voltage source. The negatively charged plate (cathode) emits an
invisible ray that is attracted by the positively charged plate (anode). The invisible
ray is called a cathode ray; it consists of negatively charged particles and comes
directly from the atoms in the cathode. A hole at the center of the anode allows pas-
sage to the invisible ray that continues to travel to the end of the tube where it strikes
a specially coated plate (fluorescence screen) and produces tiny flashes, (Fig. 2.1).
In a series of such experiments, Joseph J. Thompson® concluded that atoms in all
matters are made of smaller particles that are negatively charged, called electrons.
He also calculated the ratio of mass to charge of these electrons to be 5.60 X 10 ~%?
g/C where Coulomb, C, is the unit of electrical charge. Later, Robert Millikan,® in

5 Henri Becquerel (1852-1908). French physicist and Nobel laureate (1903).

€ Marie Curie (1867-1934). Polish (French citizenship) physicist and chemist and Nobel laureate (1903).

7 Pierre Curie (1859-1906). French physicist and Nobel laureate (1903); shared with Marie Curie and
Henri Becquerel.

& Joseph J. Thompson (1856-1940). British physicist and Nobel laureate.

9 Robert Millikan (1868-1953). American physicist (first PhD in physics from Columbia University) and
Nobel laureate (1923).
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his oil-drop experiments, determined the fundamental quantity of charge or the
charge of an electron (regardless of the source) to be 1.60 X 10! C. For an elec-
tron, this quantity of charge is represented by —1. Using the ratio of mass to charge
of the electron measured by Thompson and the charge of the electron measured by
Millikan, the mass of an electron was determined to be 8.96 X 10728 g, Based on
this evidence of the existence of negatively charged electrons, it was deducted that
the atom must also contain an equal number of positively charged subatomic parti-
cles to maintain its electrical neutrality. ’

In 1910, Emest Rutherford,!0 Sir Thompson’s student, bombarded a very thin foil
of gold with positively charged « particles. He noticed that many of the « particles
passed through the foil without deflection, some were slightly deflected, and a few
were either largely deflected or completely bounced back. He concluded that (1) most
of the atom must be made up of empty space (thus, most particles pass through with-
out deflection) and (2) a small neighborhood at the center of the atom, the nucleus,
houses positively charged particles of its own. He suggested that those « particles that
deflected intensely or bounced back must have interacted closely with the positively
charged nucleus of the atom. The positively charged particles in the nucleus were called
protons. It was later determined that the proton carries the same quantity of charge as
an electron but opposite in sign and has a mass of 1.672 X 10~ g (1840 times the
mass of the electron). For a proton this quantity of charge is represented by +1.

Finally, since atoms are electrically neutral, they must have an equal number of
electrons and protons. However, neutral atoms have a mass that is larger than the mass
of protons alone. In 1932, James Chadwick!! provided the first evidence of an isolated
neutron outside the atom. These particles with no electrical charge and with a mass of
1.674 X 1072 g (slightly larger than a proton) were called neutrons. The mass, charge,
and charge unit of the electrons, protons, and neutrons are presented in Table 2.1.

According to an atomic model, a typical atomic radius was about 100 picome-
ter (1 picometer = 1 X 10~!2 m) with a much smaller nucleus of 5 X 1073 picome-
ter. If one enlarges an atom to the size of a football stadium, the corresponding
nucleus would be the size of a marble. The electrons were thought to be dispersed
at some distance from the nucleus in what was called the charge cloud. This atomic
model and the corresponding dimensions are schematically presented in Fig. 2.2.

When studying the interaction of atoms (similar or different atoms), the electron
configuration of each atom is of critical importance. The electrons (especially the
ones with the highest energy) determine the extent of reactivity or the tendency of
an atom to bond with another.

Table 2.1 Mass, charge, and charge unit of protons, neutrons, and electrons

Particle Mass (g) _ Charge

) ) ) . Coulomb (C) Charge unit
Electron 9,10939 X 10~ —1.06022 x 107" -1
Proton 1.67262 X 10724 +1.06022 x 10719 +1
Neutron 1.67493 x 10~ 0 0

10 Ernest Rutherford (1871-1937). Physicist from New Zealand and Nobel laureate (1908).
1 James Chadwick (1891-1974). English physicist and Nobel laureate (1935).
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2.2 ATOMIC NUMBERS, MASS NU.MBEHS, AND
ATOMIC MASSES

2.2.1 Atomic Numbers and Mass Numbers

In the early twentieth century, it was discovered that each atom has a specific num-
ber of protons in its nucleus; this number was named the atomic number (Z). Each
element has its own characteristic atomic number that defines that element. For
instance any atom with 6 protons is by definition a carbon atom. In a neutral atom,
the atomic number or the number of protons is also equal to the number of elec-
trons in its charge cloud.

The mass of an atom, atomic mass, is expressed in atomic mass units (amu).
One amu is defined as exactly 1/12th the mass of a carbon atom with 6 protons and
6 neutrons. This also indicates that the mass of one neutron or one proton is very
close to 1 amu. Thus, a carbon-12 atom itself has an atomic mass of 12 amu.

~100 pm

Y

S

Region
occupied

by electron—
charged cloud

~0.01 pm

Figure 2.2
The relative size of an atom and its nucleus that is made up of protons and neutrons.
Note that contrary to the schematic, the atom boundaries are not well-defined.



2.2 Atomic Numbers, Mass Numbers, and Atomic Masses

The mass number (A) is the sum of protons and neutrons in a nucleus of an
atom. Except for hydrogen, which does not have a neutron in its most common form,
all nuclei contain both protons and neutrons. For instance the carbon atom has a
mass number of 12 (6 protons + 6 neutrons). The proper way of expressing both
the mass number (A) and the atomic number (Z) of an atom, exemplified here with
a carbon atom, is

4C or '2C

The Z number is redundant; by definition we know the number of protons from
the identity of the atom so that often the presentation 2C (or carbon-12) is consid-
ered sufficient. For example, if we want to find the number of neutrons in iodine-
131 (13'1), we see from the periodic table that 1 is the fifty-third element (53 pro-
tons). We can easily determine the number of neutrons to be 78 (131 — 53). Not all
atoms of the same element have necessarily the same number of neutrons although
they all have the same number of protons. These variations (the same atomic num-
ber but different mass numbers) are called isotopes. As an example, the hydrogen
atom has three isotopes: jH (hydrogen), 7H (deuterium), and }H (tritium).

Based on previous discussion, it is known that an amu provides us with a rela-
tive measure of the mass of an atom with respect to the carbon atom. But how do
we find the mass of one atom in grams? Well, it was experimentally determined that
the number of atoms in 12 grams of 12C is 6.02 X 1023 (called Avogadro’s number
in honor of the Italian scientist'?), To appreciate the magnitude of this number, con-
sider that if you could distribute 6.02 X 10?® pennies equally among the population
of the earth (~6 billion) each person ‘would receive over 1.0 trillion dollars! One
mole or gram-mole (mol) of any element is then defined as the amount of substance
that contains 6.02 X 10% atoms. Avogadro’s number corresponds to the number of
atoms needed to create a mass in units of grams numericaily equal to the atomic
mass in amu of the substance under consideration. For instance, one atom of '°C has
an atomic mass of 12 amu, while one mole of >C has a mass of 12 grams and con-
tains 6.02 X 10% atoms; this mass is called the relative atomic mass, molar mass,
or the atomic weight. It is important to note that the relative atomic mass of each
element reported in most textbooks (including this one) represents the average rel-
ative atomic mass of that element for all its naturally occurring isotopes weighed by
their isotopic abundance. For instance, the relative atomic mass for carbon is reported
as 12.01 grams instead of 12 grams. This is due to some C isotopes such as C
(1.07% abundant) being more massive than !2C (98.93% abundant).

The most abundant isotopes of iron, Fe, are:

56Fe (91.754%), with an atomic mass of 55.934 amu
54Fe (5.845%), with an atomic mass of 53.939 amu
57Fe (2.119%), with an atomic mass of 56.935 amu
S8Fe (0.282%), with an atomic mass of 57.933 ‘amu

12 Amedeo Avogadro (1776-1856). Italian scientist and professor of physics at the University of Turin.

EXAMPLE
PROBLEM 2.1
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N Solution
a. Find the average atomic mass of Fe.
[(91.754 X 55.934) + (5.845 X 53.939) + (56.935 X 2.119)
+ (0.282 X 57.933)]/100 = 55.8 amu (mass of one Fe atom in amu)
b. What is the relative atomic mass of iron? .
As discussed previously, the relative atomic mass will have numerically the same

value as the average atomic mass but with units of grams, 55.849 grams. Compare
this value to that reported in the periodic table, Fig. 2.3

c. How many atoms are there in 55.849 grams of Fe?

6.02 X 10® atoms
d. How many atoms are there in one gram of Fe?
1 g Fe X (1 mol Fe/55.849 g Fe) X (6.02 X 10® atoms Fe/ 1 mol Fe)
: = 1.078 X 10* atoms of Fe
e. What is the mass in grams of one atom of Fe?
55.849 g / 6.02 X 10% atoms = 9.277 X 10—23 gram/atom.

f. Based on the answer in part e, what is the mass in grams of one amu? The average
atomic mass of Fe is found to be 55.846 amu in part a. In part e, the corresponding
mass in grams is found to be 9.277 X 102 gram. The mass in grams of one amu
is therefore 9.277 X 10723/55.846 = 1.661 X 1072 g,

EXAMPLE
PROBLEM 2.2

An intermetallic compound has the chemical formula Ni,Al, where x and y are simple
integers, and consists of 42.04 wt% nickel and 57.96 wt% aluminum. What is the simplest
formula of this nickel aluminide?

H Solution
We first determine the mole fraction of nickel and aluminum in this compound. Using a
basis of 100 g of the compound, we have 424.04 g of Ni and 57.96 g of Al. Thus,

No. of moles of Ni = 42.04 g Ni X (1 mol Ni /58.71 g Ni) = 0.7160 mol
No. of moles of Al = 57.96 g Al X (1 mol Al /26,98 g Al) = 2.148 mol
Total = 2.864 mol

mole fraction of Ni = 0.1760/2.864 = 0.25
mole fraction of Al = 2.148 / 2.864 = 0.75

The simplest formula in terms of gram-mole fraction becomes Nij ;5Al; ;5. To express this
in integer form we multiply both fractions by four, resulting in NiAl,.




2.3 The Electronic Structure of Atoms

Dmitri Mendeleev!? first organized the elements in a table that has evolved to
what we now call the periodic table. He ordered the elements in a horizontal row
according to their relative atomic mass. He then started a new row when he found
an element that had similar chemical properties to one of the elements in the previ-
ous row. After completing his table, he noticed that the elements in the same col-
umn had similar chemical characteristics. He also noticed that some columns con-
tained empty spots that he attributed to elements not being found yet (e.g., gallium
and germanium). These elements were later found and had properties close to what
Mendeleev had suggested.

Later, scientists observed that arranging the elements based on increasing atomic
number, Z, instead of relative atomic mass, reveals a periodic behavior. This behav-
ior is referred to as the law of chemical periodicity, which states that the proper-
ties of elements are functions of their atomic number in a periodic manner. A new
periodic table based on this number (z) was developed by H.G.J. Moseley. 4 An
updated version of this table is presented in Fig. 2.3, Note that each horizontal row
of elements is called a period (i.e., first period, second period, . .. seventh period),
and each vertical column of the elements is called a group (i.e., group 1A, 24, ... 8A).
The transition and the inner transition elements (heavy metals) are also shown. Each
element is presented by its chemical symbol above which the atomic number is pre-
sented. Below the symbol, the atomic mass, in amu, or the relative molar mass, in
grams, is presented (recall they are the same number). As an example, based on the
information in the periodic table, aluminum has 13 protons (Z = 13); one mole of
aluminum has a mass of 26.98 grams (or 26.98 grams/mol) and contains 6.02 X 10
atoms. Thus far, 109 elements have been discovered and named ranging from hydro-
gen with an atomic number of 1 to meitnerium with an atomic number of 109 (six
other are discovered but yet to be named). :

2.3 THE ELECTRONIC STRUCTURE OF ATOMS

2.3.1 Planck’s Quantum Theory and
Electromagnetic Radiation

In the early 1900s, Max Planck,'s a German scientist, discovered that atoms and mol-
ecules emit energy only in certain discrete quantities, called quanta. Prior to that,
scientists believed that energy in any amount (continuous) could be emitted from an
atom. Max Planck’s quantum theory altered the direction of science. To understand
his discovery, we must first understand the nature of waves.

There are many different types of waves such as water waves, sound waves,
and light waves. In 1873, James Clerk Maxwell'® proposed that the nature of vis-
ible light is in the form of electromagnetic radiation. In electromagnetic radiation,

13 Dmitri 1. Mendeleev (1834—-1907). Russian chemist and inventor.

4 Henry G.J. Moseley (1887-1915). English physicist.

15 Max Karl Emst Ludwig Planck (1858-1947). German physicist and Nobel laureate (1918). Three of his
doctoral students received Nobel prizes.

16 James Clerk Maxwell (1831-1879). Scottish mathematician and physicist.
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Figure 2.3 .
The updated periodic table showing seven periods, sight main group elements, fransition elements, and inner transition
elements. Note that the majority of the elements are classified as metals or metalloids.

energy is released and transmitted in the form electromagnetic waves. Electro-
magnetic waves travel at a speed of light, ¢, 3.00 X 10° meters per second (186,000
miles/s) in vacuum.

Just like any other wave, the important characteristics that define the electro-
magnetic waves are wavelength (often given in nm or 10~9 m), frequency (s~! or
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Figure 2.4 .

Electromagnetic spectrum extending from low wavelength, high frequency, Gamma rays to large wavelength, low
frequency radio waves. (&) The full spectrum. (b) Visible spectrum.
(© Gey/RE)

Hz), and speed (m/sec). The speed of the wave, c, is related to its frequency, », and
wave length, A, as follows:

y =

C
1 1)

A variety of electromagnetic waves including radio, microwave, infrared, vis-
ible, ultraviolet, X-ray, and gamma ray waves are presented in Fig. 2.4. These
waves differ from each other according to their wavelengths and frequencies. For
instance, a radio antenna produces large wavelengths (10'2 nm ~ 1 km) and low
frequencies (105 Hz); a microwave oven produces microwaves with wavelengths
of around 107 nm (significantly shorter than radio waves) and frequencies of 10!
Hz (significantly higher than radio waves). As the wavelength decreases and fre-
quency increases, we reach the infrared range of 10° nm wavelength and 10'¢ Hz
frequency (heat lamps operate in this range). When the wavelength is in the range
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of 700 nm (red light) to 400 nm (violet), the resulting radiation is visible (visible
range). The ultraviolet rays (10 nm), X-rays (0.1 nm), and gamma rays (0.001 nm)
are again in the invisible range.

When, for example, a tungsten filament is heated, its atoms emit energy in the
form of electromagnetic radiation that appears as visible white light to us. Planck
suggested that energy emitted from the atoms associated with this radiation is emit-
ted in a quantum form. The energy of a single quantum of energy is given by the
following equation where h is the Planck’s constant, 6.63 X 10~34 J-s, where J is
Joule, and v is the frequency of radiation (Hz).

E = hv 2.2)

More specifically, according to Planck, energy is always released in integer mul-
tiples of hv (1av, 2hv, 3hv, . . .) and never in noninteger multiples, for instance 1.34
hv. Equation 2 also implies that as the frequency of radiation increases, its energy
will also increase. Thus, when referring to the electromagnetic spectrum, gamma rays
produce higher energies than X-rays, X-rays higher than ultraviolet rays, and so on.

Inserting Eq. 2.1 into Eq. 2.2, the energy associated with a form of radiation can
also be calculated in terms of the wavelength of the radiation:

_ he

E
A

(2.3)

2.3.2 Bohr’s Theory of the Hydrogen. Atom

In 1913, Neils Bohr!” used Max Planck’s quantum theory to explain how the excited
hydrogen atom absorbs and emits only certain wavelengths of light, a phenomenon
that had yet to be explained. He suggested that electrons travel in circular paths
around the nucleus with discrete angular momenta (a product of velocity and radius).
Furthermore, he suggested that the energy of the electron is restricted to a specific
energy level that places the electron at that fixed circular distance from the nucleus.
He called this the orbit of the electron. If the electron loses or gains a specific amount
of energy, it will then change its orbit to another circular orbit at a fixed distance
from its nucleus (Fig. 2.5). In his model, the value of the orbit, the principal quan-
tum number n, can range from 1 to infinity. The energy of the electron and the size .
of its orbit increases as n increases. The n = 1 orbit represents the lowest energy
state and is therefore closest to the nucleus. The normal state of the hydrogen elec-
tron is at # = 1 and is called the ground state. For an electron to move from a lower
orbit, for instance, the ground state, n = 1, to a higher excited state, n = 2, a spe-
cific amount of energy must be absorbed (Fig. 2.5). In contrast, when the electron
drops from the excited state, n = 2, to the ground state, n = 1, the same amount of
energy must be released. As discussed previously, this quantum of energy emitted or
released will be in the form electromagnetic radiation, called a photon, with a spe-
cific wavelength and frequency.

17 Neils Henrik Davis Bohr (1885-1962). Danish physicist and Nobel laureate (1922).
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Bohr developed a model for the determination of the allowed energy of the
hydrogen electron depending on its quantum state, n (Fig. 2.6). Only energy levels
according to this equation were allowed.

—13.6
n?ev

where m and e are the mass and the charge of the electron, respectively, and 1 eV
= 1.60 X 107" J. The negative sign was used because Bohr assigned zero to the
energy of a completely separated electron with no kinetic energy at n = infinity.
Thus, the energy of any electron at a lower orbit would be negative. According to
Bohr’s equation, the energy of the electron in the ground state, n = 1, is —13.6 eV.
In order to separate that electron from its nucleus, energy must be absorbed by the
electron. The minimum energy required to accomplish this is called the ionization
energy. As n increases, the energy associated with the electron in that orbit also
increases (becomes less negative). For instance when n = 2, the corresponding
energy level for the electron is —13.6/2% or —3.4 eV.

Bohr explained the quantity of energy released or absorbed by the electron as it
changed orbits based on the difference in the energy of the electron between the final
and initial orbits (AE > 0 when energy is released and AE < 0 when energy is
absorbed).

E = —2mw’me*/in’h? = 24)

AE = E;~ B, = —136 (Uni* ~1n) @3

where f and i represent the final and the initial states of the electron, respectively.
For instance, the energy associated with a transition from n = 2 to n = 1, would
result in a AE = E, — E, = —13.6 (1/22 — 1/12) = 13.6 X 0.75 = 10.2 eV.
The electron emits a photon of 10.2 eV as it drops to n = 1 (energy is released).
The wavelength of this photon is determined according to A = hc/E = (6.63 X
10734 J-5) (3.00 X 10® m/sec)/10.2 eV (1.6 X 1071% J/eV) = 1.2 X 107" m or
120 nm. From Fig. 2.4, this wavelength corresponds to the ultraviolet range.
Various possible transitions of the hydrogen electron or the emission spectrum
of hydrogen are presented in Fig. 2.6. In this figure, each horizontal line represents

(@) Energy absorbed (b) Energy emitted

Figure 2.5

(a) The hydrogen electron being excited into a higher orbit.
(b) An electron in a higher energy orbit dropping to a lower
orbit, resulting in the emission of a photon of energy Av.
(This figure is only acceptable for Bohr's model.)



36 CHAPTER 2 Atomic Structure and Bonding

Continuum

n=2>5 L‘ ip;“:(;

Brackett
'

Paschen

—15eVv

rYYY?yYy

Balmer

—34eV

TYYYY Ground state
Lyman

n=1 —13.6eV

Figure 2.6

Energy-level diagram for the line spectrum of hydrogen.

(From F.M. Miller, Chemistry: Structure and Dynamics, McGraw-Hill, 1984, p. 141.
Reproduced with permission of The McGraw-Hill Companies.)

an acceptable energy level or orbit, according to principal quantum number n, for
the hydrogen electron. The visible emissions, all fall under the Balmer series. The
Lyman series corresponds to the ultraviolet emissions while the Paschen and the
Brackett series correspond to infrared emissions.

EXAMPLE A hydrogen atom exists with its electron in the n = 3 state. The electron undergoes a

PROBLEM 2.3 transition to n = 2 state. Calculate (a) the energy of the corresponding photon, (b) its fre-
quency, and {(c) its wavelength. (d) Is the energy absorbed or emitted, and (e) which series
does it belong to and what specific type of emission does it represent?

| Solution
a. Energy of the photon emitted is
E= ——13.5;’:\! @3
n
AE = Eg - Eg
-6 _ D6 _ js9ev
3? 22
' K b'e n—-19 ’
—189evx 20 X10 7T s x 10714

eV
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b. The frequency of the photon is
AE = hv
L _AE _ 302x10°°J
h 663x107#]-5

=455 X% 101571 = 4.55 x 104 Hz «
c. The wavelength of the photon is

he
AE = T ,
o N (6.63 X 107347 -5)(3.00 X 10% m/s)
AE 3.02 X 10797
=659 %X 10"m

=6.59 X 107" m X = 659 nm 4

107m
d. Energy is released as its quantity is positive, and the electron is transitioning from a
higher orbit to a lower orbit.

e. The emission belémgs to the Blamer series (Fig. 2.6) and corresponds to the visible
red light (Fig. 2.4).

a7

2.3.3 The Uncertainty Principle and
Schrodinger’s Wave Functions

Although Bohr’s model worked very well for a simple atom such as hydrogen, it did
not explain the behavior of more complex (multielectron) atoms and left many unan-
swered questions. Two new discoveries helped scientists explain the true behavior of
the atom. The first was the proposal by Louis de Broglie!® that particles of matter
such as electrons could be treated in terms of both particle and wave (similar to
light). He proposed that the wavelength of an electron (or any other particle) can be
determined by determining the product of its mass and its speed (its momentum)
using Eq. 2.6.
h
A= p (2.6)

Later, Werner Heisenberg!® proposed the uncertainty principle stating that it is
impossible to simultanecusly determine the exact position and the exact momentum
of a body, for instance an electron. The uncertainty principle is mathematically
expressed by Eq. 2.7 where # is the Planck’s constant, Ax is the uncertainty in the

position, and A is the uncertainty in speed.

Ax » mAu = % @7

18 L ouis Victor Pierre Raymond de Broglie (1892-1987). French physicist and Nobel laureate (1929).
19 Wemer Karl Heisenberg (1901-1976). German physicist and Nobel laureate (1932).
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EXAMPLE
PROBLEM 2.4

If, according to de Broglie, all particles could be viewed in terms of both wave and par-
ticles properties, then compare the wavelength of an electron moving at 16.67 percent of
the speed of light with that of a baseball wnh a mass of 0.142 kg traveling at 96.00 mi/hr
(42.91 m/s). What is your conclusion?

o Solution
According to Eq. 2.6, we need the mass and speed of the particle to determne the parti-

- cle’s wavelength. Accordingly,

_h _ 6.62 X 10" * kg - m%
Cmv (911 X 107 kg)(0.1667 X 3.0 X 108mfs)
= 15x%107°m = 0.15 nm
(note the diameter of the atom is about 0.1 nm)
_ 6.62 X 10 *kg - m¥s
~ (0.142 kg) (42.91 m/s)

1.08 X 10™% am

The wavelength of a baseball 10% times smaller (much too short to observe) than that of
an electron. In general, particles with ordinary size will have immeasurably small wave-
lengths and we can not determine their wave properties,

)‘dwum

= 1.08 X 107* m

EXAMPLE
PROBLEM 2.5

For the above problem, if the uncertainty associated with the measurement of the speed
of the baseball is (a) 1 percent, and (b) 2 percent, what are the corresponding uncertain-
ties in knowing the position of the baseball? What is your conclusion?

o Solution
According to Eq. 2.7, we will first calculate the uncertainty in the measurement of the
speed to be (0.01 X 42.91 m/s) = 0.43 for part (a) and (0.02 X 42.91) = 0.86 m/s for
part (b).
a. Rewriting Eq. 2.7 gives:

h 6.62 X 10"*kg - m*/s

Ax = > > 862 x 10°%
¥ = dmmAu = 4w(0.142 kg)(0.43 m/s) m

*b. Rewriting Eq. 2.7 gives:
- B _ 662X 107%kg - m¥ s

=431 x 107
ey Wi 4{::(01421(3)(086) =431 X107 m

As the uncertainty with measurement of speed increases, the uncertainty in measurement
of position decreases.
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(a) electron density plot (k) bountry surface
.05 nm

(c) radial probability

Figure 2.7

(a) The electron density plot for the hydrogen electron in
the grounded state, (b) the 90-percent boundary surface
diagram, and (c) successive spherical shells and radial
probability distribution (dark line).

Heisenberg’s reasoning was that any attempt at measurement would alter the
velocity and position of the electron. Heisenberg also rejected Bohr’s concept of an
“orbit” of fixed radius for an electron; he asserted that the best we can do is to pro-
vide the probability of finding an electron with a given energy within a given space.

The understanding was nearly completed when Erwin Schrodinger?® used the
wave equation to explain the behavior of electrons. Solution of the wave equation
is in terms of a wave function, ¢ (psi). The square of the wave function, ¢, pre-
sents the probability of finding an electron of a given energy level in a given region
of space. The probability is called electron density and can be graphically expressed
by an array of dots (called the electron cloud), each dot expressing a possible posi-
tion of the electron with a specific energy level. For instance, the electron density
distribution in Fig. 2.7a is for the ground state hydrogen atom. Although the gen-
eral shape is spherical (as Bohr suggested), it is clear according to this model that
the electron can exist at any given position relative to the nucleus. Also, the highest
probability of finding an electron, in the ground state, is very close to the nucleus
(where the density of dots is the highest). Moving away from the nucleus, the prob-
ability of finding an electron decreases.

20 Erwin Rudolf Josef Alexander Schrodinger (1887-1961). Austrian physicist and Nobel laureate (1933).
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If one solves the wave equation, different wave functions and thus electron den-
sity graphs will be generated. These wave functions are called the orbitals. We would
like to immediately differentiate between the term orbital used here and the term
orbit used by Bohr as being two distinct concepts (these terms must not be used
interchangeably). An orbital has a characteristic energy level as well as a character-
istic distribution of electron density. '

Another way to probabilistically represent the location of an electron with a given
energy level is by drawing the boundary inside which we have a 90-percent chance of
finding that electron. For the ground state electron, there is a 90-percent probability of
finding an electron within a sphere of radius 100 pm. The sphere in Fig. 2.7b is an
alternative to the electron density diagram and is called the boundary surface repre-
sentation. Note that a boundary surface of 100-percent probability for the same electron
would have infinite dimensions. As discussed previously, the highest probability of find-
ing an electron in Fig. 2.7a is very close to its nucleus; however, if we divide the sphere
into equally spaced concentric segments, Fig. 2.7¢, the total probability of finding an
electron will be highest not at the nucleus but slightly farther away from it. Total
probability, also called the radial probability, considers the probability of the electron
being at a spherical layer with respect to the volume of that layer. Near the nucleus, for
instance in the first layer, the probability is high but the volume is small; in the second
layer, the probability of finding an electron is less than the first layer but the volume of
the second layer is much larger (increase in volume is more than decrease in probabil-
ity) and thus the total probability of observing an electron is higher in the second layer.
This second layer is located near the nucleus at a distance of 0.05 nm or 50 pm as shown
in Fig. 2.7¢. This effect diminishes as the distance from the nucleus increases because
the probability levels drop much faster than the volume of the layer increases.

Boundary surface diagrams for electrons of higher energy levels become more
complicated and are not necessarily spherical. This will be discussed in more detail
in the future sections.

2.3.4 Quantum Numbers, Energy Levels, and
Atomic Orbitals

The modern quantum mechanics proposed by Schrodinger and others requires a set
of four integers called the quantum numbers to identify the energy and the shape of
the boundary space, or the electron cloud, and the spin for any electron in any atom.
We are no longer limited to the hydrogen atom. The first quantum numbers are n,
f, mg, and my.

The Principal Quantam Number, n: Principal Energy Levels or Shells The prin-
cipal quantum number, 7, is the most important in determining the energy level of
the electron under consideration. It only takes on integer values of one or greater than
one, i.e.,, n = 1, 2, 3, ... . Each principal energy level is also known as a shell repre-
senting a collection of subshells and orbitals with the same principal number, n. As n
increases, so does the energy of the electron under consideration, indicating that the
electron is less tightly bonded to the nucleus (easier to ionize). Finally, as n increases,
the probability of finding the electron farther from the nucleus also increases.
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The Subsidiary or Orbital Quantum Number, €: Subshells Within each princi-
pal shell, n, there exist subshells. When n = 1, there is only one kind of subshell
possible, one similar to that presented in Fig. 2.7. When n = 2, however, two dif-
ferent subshells are possible, and three different subshells when #» = 3, and so on.
The subshells are represented by the orbital quantum number, . The shape of the
electron cloud or the boundary space of the orbital is determined by this number.
The quantum number € may be represented by an integer ranging from 0 to
n — 1, or by letters.

Number designation €=0,1,23,.,n—-1

Letter designation €=s,p,df,...

Thus forn =1, € =s;forn =2, =sorp;forn =3, =s,p, or d; and
so on. Therefore, the representation 3s represents a principal energy level, n, of 3
and the subshell, €, of s.

The s subshell (£ = 0), regardless of n, always looks spherical (Fig. 2.8a).
However, as n becomes larger, the size of the sphere increases, indicating that the
electrons can travel farther from the nucleus.

The p subshells (€ = 1) are not spherical. In fact they are dumbbell shaped with
two electron density lobes on either side of the nucleus (Fig. 2.8a). There are three
p orbitals within a given subshell, and they are different in their orientation in space.
The three orbitals are mutually perpendicular. The d subshells are significantly more
complicated in shape, Fig. 2.8¢, and play an important role in the chemistry of tran-
sition metal ions.

The Magnetic Quantum Number, m€: Orbitals and Their Orientations The mag-

netic quantum number, m,, represents the orientation of the orbitals within each
subshell. The quantum number m,, will take on values ranging from +¢ to —¢. For
instance when € = 0 or s, the corresponding m, is 0; when £ = 1 or p, the corre-
sponding m, is —1, 0, and +1; when £ = 2 or d, the corresponding m,is —2, —1,
0, +1, +2, and so on. Thus, for every subshell, €, there are 2 £ + 1 orbitals within
the subshell. In terms of s, p, d, and f, there is a maximum of one s, three p, five d,
and seven f orbitals in each subenergy level. The total number of orbitals in a prin-
cipal shell (including all available subshells) can be expressed as n?; for instance,
one orbital in n = 1, four orbitals in # = 2, and nine orbitals in n = 3. Orbitals
with the same subshell have the same energy level. The boundary space diagrams of
s, p, and d orbitals are shown in Fig. 2.8. It is important to note that the size of
boundary spaces becomes larger as n increases, indicating the higher probability of
finding an electron with that energy level farther from the nucleus of the atom.

The Spin Quantum Number, m_ Electron Spin In the helium atom (Z = 2),
both electrons are occupying the first principal shell (n = 1), the same subshell
(€ = 0 or ), and the same magnetic quantum number (m,= 0). Do these two elec-
trons have identical quantum numbers? To completely describe any electron in an
atom, in addition to n, €, and m,, we must also identify its spin quantum number,
m,. The spin quantum number can take on either +j or —3. The electron can have

41
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Figure 2.8.
Schematic diagram of (a) s, (b) p. and (c) d orbitals.

only the two directions of spin and no other position is allowed. In addition, accord-
ing to Pauli’s exclusion principle, no more than two electrons can occupy the same
orbital of an atom, and the two electrons must have opposite spins. In other words,
no two electrons can have the same set of four quantum numbers. For instance, in
the atom of He, what makes its two electrons distinct from a quantum mechanics
point of view is the spin quantum number; m, = 1 for one and m, = —j for the other.
A summary of the allowed values of the quantum numbers is presented in Table 2.2.

Since only two electrons can occupy a single orbital and since each principal
energy level or shell, n, allows n? orbitals, a general rule may be stated that each
principal energy level can accommodate a maximum number of 2n? electrons

Table 2.2 Allowed values for the quantum numbers of electrons

n Principal quantum number n51,23,4,...
4 Subsidiary quantum number €=0,1,23...,n+1
mg Magnetic quantum number Integral values from

—£ to +¢£ including zero
my Spin quantum number +3, —3

All positive integers
n allowed values of €
26+ 1

2
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Table 2.3 Maximum number of electrons for each principal atomic shell

Maximum Maximum
Shell number, n number of number of
(principal quantum electrons in electrons in
number) each shell orbitals

2n?

1 2019 = 2 52
2 2(2%) = 8 szp
3 2{32) szpﬁdm
4 24?) = ‘Fﬁdm )sl4
5 2s?) = Sp°d ..
6 2(6%) = 72 s2pS ...
7 2(7%) = 98 P

(Table 2.3). For instance, the n = 2 principal energy level can accommodate a
maximum of 2(2)? = 8 electrons; two in its s subshell and six in its p subshell,
which itself contains three orbitals.

2.3.5 The Energy State of Multielectron Atoms

Thus far, the majority of the discussion has focused on the single electron atom of
hydrogen. The single electron in this atom can be energized to various principal
energy levels and regardless of the subsidiary quantum number (subshell), its energy
level will be that of the principal shell in which it exists. However, when more than
one electron exists, electrostatic attraction effects between the electron and the nucleus
as well as repulsion effects between the electrons will lead to more complex energy
states or splitting of energy levels. Thus, the energy of an orbital in a multielectron
atom depends not only on its n value (size) but also on its £ value (shape).

For instance, consider the single electron in an H atom and the single electron in
the ionized He atom (He™). Both electrons are in the 1s orbital. However, recall that
the nucleus of the He atom has two protons versus the one proton in the H nucleus.
The orbital energies are —1311 kJ/mol for the H electron and —5250 kJ/mol for He*
electron. It is more difficult to remove the He* electron because it has a stronger
attraction to its nucleus of two protons. In other words, the higher the charge of the
nucleus, the higher is the attraction force on an electron and the lower the energy of
the electron (a more stable system); this is called the nucleus charge effect.

Let us now compare the He atom to the He* ion. Both have the same nucleus charge
but differ in the number of electrons. The orbital energy of the 1s He electron is —2372
kJ/mol while that of He* is —5250 kJ/mol. It is significantly less difficult to remove
one of the two electrons in the He atom than it is to remove the single He* electron.
This is mainly due to the fact that the two electrons in the He atom repel each other
and this counteracts the attraction force of the nucleus. It is almost as if the electrons
shield each other from the full force of the nucleus; this is called the shielding effect.

Next, let us compare the Li atom (Z = 3) in its ground state and the first excited
state of Li%* ion. Note that both have a nucleus charge of +3, Li has two 1s elec-
trons and one 2s electron, while Li** has one electron that is excited to its 2s level
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(first excited state). The orbital energy of the 2s Li electron is —520 kJ/mol while
that of Li2* is —2954 kJ/mol. It is easier to remove the 2s electron in the Li atom
because the pair of 1s electrons in the inner shell shield the 2s electron from the
nucleus (a majority of the time). The 2s electron in the Li2* does not have the 1s
pair and is therefore attracted strongly to its nucleus. Thus, the inner electrons shield
the outer electrons and do so more effectively than electrons in the same sublevel
(compare the orbital energy levels with those in the previous paragraph).

Finally, we will compare the Li atom in its ground state with the Li atom excited
to its first level. The ground state Li atom has its outer electron in the 2s orbital
while the excited Li atom has its outer electron in the 2p orbital. The orbital energy
of the 2s electron is —520 kJ/mol while that of the 2p electron is —341 kJ/mol.
Thus, the 2p orbital has a higher state of energy than the 2s orbital. This is because
the 2s electron spends part of its time penetrating closer to the nucleus (much more
than the 2p electron), thus having stronger attraction to the nucleus, less energy, and
a more stable state. We can further generalize that for multielectron atoms, in a given
principal shell, n, the lower the value of ¢, the lower will be the energy of the sub-
shell. (ie., s < p <d <f)

The above exercise shows that due to various electrostatic effects, the principal
energy levels, n, split into several subenergy levels, €, as shown in Fig. 2.9. This fig-
ure shows the order in which the various principal and subenergy levels exist rela-
tive to each other. For instance, the electrons within 3p subshells have a higher
energy than 3s and a lower energy than 3d. Note in this figure that the 4s subshell
has a higher energy than the 3d subshell.

2.3.6 The Quantum-Mechanical Model and
the Periodic Table

In the periodic table, the elements are classified according to their ground state elec-
tron configuration. As a result, atoms of a particular element (say Li with three
electrons) contain one more electron than the element preceding it (He with two elec-
trons). These electrons are found in principal energy shells, subshells, and orbitals.
But how do we know the particular order in which the electrons fill the orbitals?
The electrons fill the first available principal energy levels first. The maximum num-
ber of electrons in each principal energy level is given in Table 2.3. Next, within
each principal energy level, they fill the lowest energy subshells first, i.e., s, followed
by p, d, and finally f. The s, p, d, and f subenergy levels will allow a maximum of
2, 6, 10, and 14 electrons, respectively. Each subshell level will have its own energy
level, and the order in which each subenergy level is filled is given by Fig. 2.9.

There are two different forms of expressing the orbital occupancy: (1) electron
configuration and (2) orbital box diagram.

The electron configuration notation consists of the value of the principal shell, n,
followed with the letter designation of the subshell, €, and finally the number of elec-
trons in that sublevel presented as a superscript. For instance, the electron configura-
tion of oxygen, O, with eight electrons is 15?2s22p*. For oxygen, after filling the 1s
orbital with two electrons, six electrons remain. According to Fig. 2.9, two of the six
electrons fill the 2s orbital (2s?) and the remaining four will occupy the p orbital (2p*).
The next element, fluoride, F, will have one more electron with a configuration of
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Figure 2.9

The energy level for all
subenergy levels up to

n = 7. The orbitals will fill
in the same exact order.

15?2s22p° while the element immediately before, nitrogen, N, will have one less elec-
tron with a configuration of 1s?2s?2p®. To understand this more clearly, the electronic
structure of the first 10 elements in the periodic table are given in Table 2.4.

Let us now consider the element scandium (Sc) with 21 electrons. The first five
energy levels in increasing order of energy are (Fig. 2.9) 1s2, 2s2, 2pS5, 3s?, 3pS. This
will account for 18 electrons. Three electrons remain to complete the electronic struc-
ture of Sc. Chronologically, one would assume that the next three electrons would
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Table 2.4 Allowed values for the quantum numbers
and electrons

Election Configuration Orbital Box Diagram
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fill the 3d orbital, thus completing the configuration with 3d®. However, according
to Fig. 2.9, the next orbital to be filled is 4s and not 3d. This is because the 4s energy
level is lower than 3d (due to shielding and penetration effects), and as we discussed
previously, the lowest energy levels are always occupied first. Therefore, the next
two electrons (nineteenth and twentieth) will fill the 4s orbitals and the last electron
(twenty-first) will then occupy the 3d orbital. The final configuration for Sc, in the
order that the orbitals were filled, is 15?2522p%3s23p®4s23d!; however, it is also accept-
able to show the configuration according to the principal energy level,
1522522p53523p%3d'4s?. Note that the inner core électrons, 1s?2s?2p®3s?3pS, represent
the electronic structure of the noble gas argon. Thus, one can represent the electronic
configuration for Sc as [Ar]4s23d!.

One can also show the orbital occupancy using the orbital box diagram. The
advantage of the orbital box diagram is that unlike the electron configuration nota-
tion, it also shows the paired spins (opposite spin) of electrons in an orbital. The
orbital box diagrams for the first 10 elements in the periodic table are presented in
Table 2.4. For oxygen, O, with seven electrons, the first two electrons will occupy
the 1s orbital (the lowest energy orbital) with paired spins, followed by the next two
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electrons occupying the 2s orbital (the next lowest energy orbital) with paired spins.
The next three electrons, however, will fill the three p orbitals randomly (all p orbitals
have the same energy level) with the same spin. Although the p orbital selection
process is random, for convenience, we show filling up from left to right. The last
electron then pairs the spin of one of the three electrons in the p orbital randomly
(note the spin direction of the last electron is opposite to the other three in the p
orbital). In other words, the electrons will not occupy the three p orbitals pair by
pair. For element F, with one more electron than O, the next p orbital will be paired,
and finally for Ne, with two more electrons than O, all three p orbitals are paired.
This is also the case with the five d orbitals in the third principal shell: after each
of the five d orbitals is filled with one electron of the same spin, any remaining elec-
trons will pair the d orbitals one by one and with opposite spin.

47

Show the electronic structure of the atom titanium (Ti) using the orbital box diagram.
u Solution

'Ti has 22 electrons. Therefore, the inner core electrons will have the structure of the noble
gas argon, 1s*25?2p®3s*3pS, accounting for 18 of the 22 electrons. Four electrons remain.
After the 3p orbital is filled, according to Fig. 2.9, the next orbital to be filled is not 3d
and is instead 4s. As explained previously this is because the energy level of the 4s orbital
is lower than the 3d orbital. The next two electrons (nineteenth and twentieth) occupy 4s’
and 4s2. Finally, the last two electrons (*twenty-first and *twenty-second) will then fill the
available slots in d orbital as shown in the figure, [Ar]4s?3d%
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EXAMPLE
PROBLEM 2.6

It is important to note that some irregularities exist in orbital occupancy of ele-
ments and not all elements follow exactly the stated rules. For instance, one would
expect that copper with 29 electrons (8 more than Sc), has an electronic structure of
[Ar]3d%4s?; however, it has the [Ar]3d'%s' electronic structure. The reasons for these
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Period number: highest occupied energy level

Elmr:;p Main-Group Elements
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Figure 2.10
The partial ground-state configuration of all elements in the periodic table.

irregularities are not completely known but one explanation is that the energy level
of the corresponding 3d and 4s orbitals are extremely close for copper. Chromium,
Cr, is another element that does not follow the stated rules with an electronic struc-
ture of [Ar]3d34s!. The partial ground-state configuration of all elements in the peri-
odic table is given in Fig. 2.10 in which some of the irregularities may be observed.
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2.4. PERIODIC VARIATIONS IN ATOMIC SIZE,
IONIZATION ENERGY, AND ELECTRON
AFFINITY

2.4.1 Trends in Atomic Size

In the previous sections, we learned that some electrons can occasionally lie far from
the nucleus and this makes establishing an absolute shape for the atom difficult. To
remedy this, we represented an atom as a sphere with a definite radius in which the
electrons spend 90 percent of their times. In practice, however, the atomic size is
determined as half the distance between the nuclei of two adjacent atoms in a solid
sample of an element. This distance is also called the metallic radius, and we use
this definition for the metallic elements in the periodic table. For other elements that
commonly form covalent molecules (such as Cl, O, N, etc.), we define the atomic
size as half the distance between the nuclei of the identical atoms within the mole-
cule, called covalent radius. Thus, the size of an atom will depend on its immedi-
ate neighbors and varies slightly from substance to substance.

Atomic size is directly influenced by electron configuration; it therefore varies
with both a period and a group. In general there are two opposing forces at work:
as the principal quantum number, #, increases (moving from one period to the next
in table), the electrons occupy positions farther from the nucleus and the atoms
become larger. Thus, as one moves from top to bottom in a group, the size of the
atom, generally, increases. On the other hand as the charge of the nucleus increases,
as we move across a period (more protons), electrons are attracted more strongly to
the nuclei and this tends to shrink the size of the atom. The size of an atom is there-
fore governed by the net effect of the two forces. This is important because atomic
size influences other atomic and material properties. The general trends hold rather
well for the main group elements, 1A through 8A, with some exceptions but the
trends are less predictable for transition elements (Fig. 2.11).

2.4.2 Trends in lonization Energy

The energy required to remove an electron from its atom is called the ionization
energy (IE). The ionization energy is always positive because to remove an electron
from an atom, energy must be supplied to the system. Atoms with many electrons
can lose more than one electron; however, it is the energy required for the removal
of the outermost electron, the first ionization energy (IE1) that plays the key role
in the chemical reactivity of the specific atom.

Trends in first ionization energy of atoms show approximately an inverse rela-
tionship to atomic size (Fig. 2.12). In comparing Figs. 2.11 and 2.12, unlike atomic
size, as we move to the right across a period, the ionization energy increases and as
we move down in a group, the ionization energy drops. In other words, as the atomic
size decreases, it takes more energy to remove an electron from its atom. The
decrease in atomic size across a period increases the attraction between the nucleus
and its electrons; thus, it is harder to remove those electrons, and the ionization
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Figure 2.12
The ionization energy variations in the periodic table.

energy increases. We can therefore generalize that group 1A and 2A elements are
highly susceptible to ionization. Conversely as the atomic size increases, moving
down in a group, the distance between the nucleus and the outermost electrons
increases, resulting in lower attraction forces between them; this will lower the
energy required for the removal of electrons and thus the ionization energy.

For many electron atoms, as the first outer core electron is removed, it takes
more energy to remove a second outer core electron; this indicates that the second
ionization energy, IE2, will be higher. The increase in energy for successive elec-
tron removal will be exceptionally large when the outer core electrons are completely
removed and what remain are the inner core electrons. For instance, the Li atom
has one outer core electron, 2s!, and two inner core electrons, 1s' and 1s%. When
successively removing electrons, it takes 0.52 MJ/mole to remove the 2s! electron,
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7.30 MJ/mole for the 1s? electron, and 11.81 MJ/mole for the 1s! electron. Because
of the higher levels of energy required to remove the inner core electrons, they are
rarely involved in chemical reactions. The number of outer electrons that an atom
can give up through the ionization process is called the positive oxidation number
and is shown for each element in Fig. 2.13. Note that some elements have more than
one positive oxidation number.

2.4.3 Trends in Electron Affinity

Contrary to those atoms in group 1A and 2A with low IE1 that have a tendency to
easily lose their outermost electrons, some atoms have a tendency to accept one or
more electrons and release energy in the process. This property is named the elec-
tron affinity (EA). As with ionization energy, there is a first electron affinity, EAl.
The change in energy when an atom accepts the first electron, EA1, is opposite to
that of an atom losing an electron, i.e., here energy is released. Similar to ionization
energy, electron affinity increases (more energy is released after accepting an elec-
tron) as we move to the right across a period and decreases as we move down in a
group. Thus, groups 6A and 7A have in general the highest electron affinities. The
number of electrons that an atom can gain is called the negative oxidation number
and is shown for each element in Fig. 2.13. Note that some elements have both pos-
itive and negative oxidation numbers.

2.4.4 Metals, Metalloids, and Nonmetals

Notwithstanding the exceptions, in general, group 1A and 2A atoms have low ion-
ization energies and little to no electron affinity. These elements, called reactive met-
als (or simply metals), are electropositive, meaning that they have the natural ten-
dency of losing electrons and in the process form cations (a positively charged ion
forming as a result of losing an electron with its negative charge). The group 6A
and 7A elements have a high ionization energy and very high electron affinity. These
elements, called reactive nonmetals (or simply nonmetals), are electronegative,
meaning that they have the natural tendency of accepting electrons and in the process
form anions (a negatively charged ion forming as a result of accepting an electron
with its negative charge).

In group 3A, the first element, boron, can behave either in a metallic or a non-
metallic manner. Such elements are called metalloids. The remaining members are
all metals. In group 4A, the first member carbon and the next two members, sili-
con and germanium, are metalloids while the remaining elements, tin and lead, are
metals. In group 5A, nitrogen and phosphorous are nonmetals, arsenic and anti-
mony are metalloids, and finally bismuth is a metal. Thus, elements in groups 3A
through 5A can behave in a variety of manners, but it is clear that as we move
down in a group, the metallic behavior dominates; as we move right in a period,
the nonmetallic behavior dominates. These various characteristics are well repre-
sented by the electronegativity of atoms indicating the degree by which they
attract electrons to themselves (Fig. 2.14). In this figure, the electronegativity of
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each atom is presented in a range of 0.8 to 4.0. As expected, nonmetals are more
electronegative than metals while metalloids have intermediate electronegativities.

The atoms in group 8A are noble gases. They have very high ionization energy
and no electron affinity. These elements are very stable and are the least reactive of
all elements. With the exception of He, all remaining elements in this group (Ne,
Ar, Kr, Xe, and Rn) have the s?p® outer core electronic structure.

2.5 PRIMARY BONDS

The driving force behind the formation of bonds between atoms is that each atom
seeks to be in the most stable state. Through bonding with other atoms, the poten-
tial energy of each bonding atom is lowered resulting in a more stable state. These
bonds are called primary bonds and possess large interatomic forces.

We have already established that the behavior and characteristics of an atom, for
instance, atomic size, ionization energy, and electron affinity, depend on its electronic
structure and the attractive force between the nucleus and its electrons as well as the
repulsive forces between electrons. Similarly, the behavior and properties of a mate-

The electronegativity variations in the periodic table.
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rial are directly dependent on the type and the strength of the bonds among its atoms.
In the following sections, we will discuss the nature and characteristics of the exist-
ing primary and secondary bonds.

Recall that the elements in the periodic table can be classified into metals and
nonmetals. The metalloids can behave either as a metal or as a nonmetal. There are
three possible primary bonding combinations between the two types of atoms: (1)
metal-nonmetal, (2) nonmetal-nonmetal, and (3) metal-metal.

2.5.1 lonic Bonds

Electronic and Size Considerations Metals and nonmetals bond through electron
transfer and ionic bonding. Ionic bonding is typically observed between atoms with
large differences in their electronegativities (see Fig. 2.14); for instance, atoms of group
1A or 2A (reactive metals) with atoms of group 6A or 7A (reactive nonmetals). As an
example, let us consider the ionic bonding between the metal Li with an electronega-
tivity of 1.0 and the nonmetal F with an electronegativity of 4.0. In short, the Li atom
loses an electron and forms a cation, Li*. In this process, the radius decreases from r
= 0.157 nm for the Li atom to r = 0.060 nm for the Li* cation. This reduction in size
occurs because (1) after the ionization, the frontier electron is no longer in n = 2 but
rather in n = 1 state and (2) the balance between the positive nucleus and the negative
electron cloud is lost and the nucleus can exert a stronger force on the electrons, thus
pulling them closer. Conversely, the F atom gains the electron lost by Li and forms an
anion, F~. In this case, the radius increases from r = 0.071 nm for the F atom to r =
0.136 nm for the F~. It can be generalized that when a metal forms a cation, its radius
reduces, and when a nonmetal forms an anion, its radius increases. The ionic sizes for
various elements are given in Fig. 2.11. After the electron transfer process is completed,
Li will have completed its outer electronic structure and takes on the structure of the
noble gas He. Similarly, F will have completed its outer electronic structure and takes
on the electronic structure of the noble gas Ne. The electrostatic attraction forces
between the two ions will then hold the ions together to form an ionic bond. The ionic
bonding process between Li and F is presented in electron configuration, orbital dia-
gram, and electron dot formats in Fig. 2.15.

Electron configurations
.-""-.-_-_-_________-‘_"‘*
Li 1s22s' + F 1s22s22p° —— Lit 152 + F~ 152252208
Orbital dlanm'm/"_—_‘\
L [ IIEDj + F [y — ut [[¥ IDEDH . F II-
15 2s 1s 2s 2p 1s 2s 1s 2s
Lewis electron-dot symbols Li-/:\-E: —_— Lt + ::r:::_
Figure 2.15

The ionic bonding process between Li and F. (a) Electron configuration presentation, (b) orbital diagram presentation,
and (c) electron-dot symbol representation.
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The attraction repulsion forces developed during
ionic bonding.Note that net force is zero when the bond
is formed.

Force Considerations From a force balance point of view, the positive nucleus of
one ion will attract the negative charge cloud of the other ion and vise versa. As a
result, the interionic distance, a, decreases, and they become closer. As the ions come
closer, the negative electron charge clouds will interact and a repulsion force is devel-
oped. These two opposing forces will eventually balance each other to a net force
of zero and that is when the equilibrium interionic distance, 4, is reached and a
bond is formed (Fig. 2.16).

The net force at any interionic distance may be calculated from the follow-

ing equation.
——» Aftraction force

ZIZZeZ nb E
a.n+ 1 i

(2.8)

*— Repulsion force

in which, z, and z, are the number of electrons removed from and added to each
atom (they must have opposite signs), b and n are constants, e is the electron
charge, a is the interionic distance, and g, is the permittivity of space, 8.85 X
10712 C¥N -m2%

While the net force at equilibrium, when the bond is formed, is zero, the poten-
tial energy of the bond is at its lowest, E_; (Fig. 2.17).
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EXAMPLE

If the attractive force between Mg?* and §* ions at equilibrium is 149 X 10~ N, cal-
culate (a) the corresponding interionic distance. If §2~ion has'a radius of 0.184 nm, cal-

PROBLEM 2.7

culate (b) the ionic radius for:Mg?* and (c) the repulsion force between the two ions at

this position.
u Solution
The value of ag, the sum
rearranged form of Coulomb’s law.

ag

of the Mg?* and $2~ ionic radii, can be calculated from a

/ —ZZse
4aregFusiraction
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Zy = +2forMg?*  Zp = —-2for§*”
160 X 1071°C ¢ = 8.85 X 10712 CY(N -m?)
Fatracuve = 1.49 X 107°N

le]

Thus,
a = \/ —(2)(—2)(1.60 X 10~1° CY?
47r[8.85 X 10712 CH(N -m?)](1.49 X 1078 N)
=249 X 107%m = 0.249 nm
b. ag = rvg + rg-
or 0.249 nm = ryge+ + 0.184 nm

rvg+ = 0.065 nm 2 |

EXAMPLE
PROBLEM 2.8

The repulsion force between Na* (r = 0,095 nm) and CI~ (r = 0.181) ions at equilib-
rium is —3.02 X 10~ N. Calculate (a) the value of constant b using the repulsive force
section of Eq. 2.8, and (b) the bonding energy, E_, . Assume n = 9.

m Solution
a. To determine the b value for a NaCl ion pair,
nb
F=-01 2.6)

The repulsive force between a Na*Cl™ jon pair is —3.02 X 1077 N.
Thus,
—9b
(2.76 X 10710 m)!°
b =859 % 107'%N-m'’ «

—-302%X 107N =

b. To calculate the potential energy of the Na*Cl™ ion pair,

+21Z2¢ b
Envver =t
) (+1)(~1)(1.60 X 107 C)? 8.59 X 10719 N -m!

= +

47[8.85 X 10”2 CY/(N -m*)}(2.76 X 107%m) = (2.76 X 107 °my’
~834 X 10°°1" + 092 x 10717 J*
—742x 107774

i

*1F = IN'm
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(@) &)

Figure 2.18
The ionic arrangement in two ionic solids:
(a) CsCl and (b) NaCl.

(After C.R. Barrett, W.D. Nix, and A.S. Tetelman,
“The Principles of Engineering Materials,” Prentice-Hall,
1973, p. 27.) .

Ion Arrangement in lonic Solids Although in the previous discussions, we
focused on a pair of ions, an anion attracts cations from all directions and bonds
with as many of these cations as possible. Alternatively, a cation attracts anions from
all directions and bonds with as many of them as possible. This, in part, determines
the ionic packing arrangement, and it is how the three-dimensional structure of the
ionic solid is formed. Thus, when ions pack, they do so in a 3-D manner, with no
preferred orientation (no separate single molecules exist), and as a result, the bonds
are called nondirectional bonds.

The number of cations that can pack around an anion (packing efficiency) is
determined by two factors: (1) their relative sizes and (2) charge neutrality. Consider
CsCl and NaCl ionic solids. In the case of CsCl, eight Cl1~ anions (r = 0.181 nm)
pack around a central Cs* cation (r = 0.169 nm) as shown in Fig. 2.18a.
Conversely, in case of NaCl, only six Cl~ anions, pack around a central Na* cation
(r = 0.095 nm) as shown in Fig. 2.18b. In CsCl, the ratio of the radius of cation to
anion re,/ rey = 0.169/0.181 = 0.93. The same ratio for NaCl is 0.095/0.181 = 0.525.
Thus, as the ratio of cation to anion radii decreases, fewer anions can surround a cation.

Electrical neutrality is the second contributing factor. For instance, in NaCl
ionic solid, for every one Na* ion there must be one Cl~ ion in the overall solid.
However, in CaF,, for every Ca** cation, there must be two F~ anions.

Energy Considerations in Ionic Solids To understand the energy considerations
in ionic solid formation, consider the LiF ionic solid. Production of LiF ionic solid
will result in the release of about 617 kJ/mol or in other words the heat of forma-
tion for LiF is AH® = —617 kJ/mol. However, the bonding process from the ion-
ization stage to formation of an ionic solid can be divided into five steps, and some
of these steps will require expending energy.
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Step 1 Converting solid Li to gaseous Li (1s?2s'): This step is called atom-
ization and requires approximately 161 kJ/mol of energy, AH! =
+161 kJ/mol.

Step 2 Converting the F, molecule to F atoms (1s22s'2p%): This step requires
79.5 kJ/mol, AH? = +79.5 kI/mol.

Step 3 Removing the 2s! electron of Li to form a cation, Li*: The energy
required for this stage is 520 kJ/mol, AH® = +520 kJ/mol.

Step 4 Transferring or adding an electron to the F atom to form an anion,
F~: This process actually releases energy. Therefore, the change in
energy is designated as negative and is approximately —328 kJ/mol,
AH* = —328 kJ/mol.

Step 5 Formation of an ionic solid from gaseous ions. The electrostatic
attraction forces between cations and anions will produce ionic bonds
between gaseous ions to form a three-dimensional solid. The energy
associated with this process is called the lattice energy and is
unknown, AH> = ? kJ/mol.

According to the Hess law, the total heat of formation of LiF should be equal to the
sum of the heat of formations required in each step. In other words,

AH? = AH! + AH? + AH3? + AH* + AH® (2.11)

From this relationship, we can determine the magnitude of the lattice energy, AH’
= AH® - [AH! + AH? + AH® + AH*] = —617 kJ — [161 kJ + 79.5 kI + 520 kJ
— 328 kJ] = —1050 kJ. This means that although energy is expended in steps 1, 2,
and 3, a greater amount of lattice energy is produced during the ionic solid forma-
tion phase (1050 kJ). In other words, the energy expended for steps 1, 2, and 3 is
supplied and exceeded by the lattice energy produced in step 5 when ions are
attracted to form a solid. This verifies the concept that atoms form bonds to lower
their potential energies. The lattice energies associated with various ionic solids are
given in Table 2.5. Examination of the table shows that (1) lattice energies decrease
as we move down in groups or as the size of the ion increases and (2) lattice ener-
gies significantly increase when the ions involved have higher ionic charge.

Table 2.5 The lattice energy and melting point values for
various ionic solids

Tonic Lattics smergy* Melting
solid KJ/mol keal/mol point (°C)’
LiCl 829 198 613
NaCl 766 183 801
KCi1 686 164 776
RbCl 670 160 715
CsCl 649 155 646
MgO 3932 940 2800
CaO 3583 846 2580
Sr0 3311 791 2430
BaO 3127 747 1923

*All values are negative for bond formation (energy is released).
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Figure 2.19

The fracture mechanism of ionic solids. The blow will force like ions to face each other and produce large repulsive
forces. The large repulsive forces can fracture the material.

(© The McGraw-Hill Higher Education/Stephen Frisch, photographer.)

lonic Bonds and Material Properties Ionic solids generally have high melting
temperatures. It is observed in Table 2.5 that as the lattice energy of ionic solid
increases, its melting temperature also increases as evidenced in MgO with the high-
est lattice energy of 3932 kJ/mol and highest melt temperature of 2800°C. In addi-
tion, ionic solids are generally hard (do not dent), rigid (do not bend or do not have
any springiness), strong (hard to break), and brittle (deform little before fracture).
These properties of ionic solids are due to the strong electrostatic forces that hold
the ions together. Note in Figs. 2.18 and 2.19 that anions and cations alternate in
their positioning. If large forces are applied to ionic solids, it could force a shift in
the positioning that would put like ions against each other. This will create a large
repulsive force that would fracture the solid (Fig. 2.19).

Finally, generally speaking, ionic solids do not conduct electricity well and are
therefore excellent insulators. The reason for this is that electrons are tightly held inside
the bond and cannot participate in the conduction process. However, when melted or
dissolved in water, ionic materials can conduct electricity through ionic diffusion (move-
ment of ions), This is also evidence that ions are in fact present in the solid state.

2.5.2 Covalent Bonds

Shared Electron Pairs and Bond Order Covalent bonding is typically observed
between atoms with small differences in their electronegativities and mostly between
nonmetals. Nonmetal atoms bond through localized sharing of electrons and cova-
lent bonding. Covalent bonding is the most common form of bonding in nature rang-
ing from diatomic hydrogen to biological materials to synthetic macromolecules.
This type of bond can also form as a percentage of total bonds in ionic as well as
metallic materials. Similar to ionic bonds, covalent bonds are also very strong.
Consider the covalent bond between two hydrogen atoms. At first, the nucleus
of one H atom attracts the electron cloud of the other; the atoms get closer to each
other. As they get close, the two electron clouds interact and both atoms start to take
ownership of both electrons (share electrons). The atoms keep getting closer until
they reach the equilibrium point in which the two H atoms will form a bond by shar-
ing their electrons, both completing their outer electronic structure, and reaching the



CHAPTER 2 Atomic Structure and Bonding

@ —H @ @

Separation

distance a

|
I
]
1
|
I
1
1
I
I
|
I
[
I
I
I
I
I
I
|
|
I
—-J'

4o
(a) )]

Figure 2.20

Covalent bonding between hydrogen atoms. (a) The potential energy

diagram and (b) schematic showing the H, molecule and the

intramolecular forces. Note that the electrons can exist at any location .

within the diagram; however we have chosen to show them in these

locations for ease of force analysis.
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Figure 2.21

The Lewis electron dot representation for
(a) F, bond order of 1, (b) O,, bond order
of 2, and (¢) N,, bond order of 3.

lowest state of energy, as shown in Fig. 2.20a. In this position, the attraction forces
are balanced against repulsion forces, Fig. 2.205. In this figure, the electrons are
shown in the given positions for clarity of explanation. In reality, the electrons can
be located at any point within the shaded area.

The covalent bonding between atomps is crudely represented by the Lewis elec-
tron dot representation. The electron dot representation for the covalent bonds in F,,
O,, and N, is presented in Fig. 2.21. In this figure, the pair of electrons in the formed
bond, called the shared pair or bonding pair, is either represented by a pair of dots
or a line. It is important to note that the atoms will form as many shared pairs as
needed to complete their outer electronic structure (8 electrons total). Therefore, F
atoms (2s22p®) will form one shared pair resulting in a bond order of one, O atoms
(2s?2p*) will form two shared pairs (bond order of two), and N (2s?2p°) atoms will
form three shared pairs (bond order of three). The strength of a covalent bond
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Table 2.6 The bond energy and bond lengths for various
covalent bonds

Bond energy*

Bond

Bond kcal/mol kJ/mol length (nm)
c—cC 88 370 0154
Cc=C 162 680 0.13
c=C 213 890 0.12
C—H 104 435 0.11
C—N 73 305 0.15
C—O0 86 360 0.14
C=0 128 535 0.12
C—F 108 450 0.14
Cc—Cl 81 340 0.18
O—H 119 500 0.10
o0—0 52 220 . 0.15
0—Si 90 375 0.16
N—O 60 250 0.12
N—H 103 430 0.10
F—F 38 160 0.14
H—H 104 435 0.074

* Approximate values since envirc changes energy. All values are

negative for bond formation (energy is released).
Source: L.H. Van Vlack, “Elements of Materials Science,” 4th ed., Addison-
Wesley, 1980.

depends on the magnitude of the attraction force between the nuclei and the num-
ber of shared pairs of electrons. The energy required to overcome this attraction force
is called the bond energy. Bond energy will depend on the bonded atoms, electron
configurations, nuclear charges, and the atomic radii. Therefore each type of bond
has its own bond energy.

It is also important to note that unlike the Lewis dot-representation of the cova-
lent molecule, the bdnding electrons do not stay in fixed position between atoms.
However, there is a higher probability of finding them in the area between the bonded
atoms, Fig. 2.20b. Unlike ionic bonds, covalent bonds are directional and the shape
of the molecule is not necessarily conveyed by the dot-representation; a majority of
these molecules possess complex three-dimensional shapes with non-orthogonal
bond angles. Finally, the number of neighbors (or packing efficiency) around an atom
will depend on the bond order.

Bond Length, Bond Order, and Bond Energy A covalent bond has a bond
length that is the distance between the nuclei of two bonded atoms at the point of
minimum energy. There exists a close relationship among bond order, bond length,
and bond energy: for a given pair of atoms, with higher bond order, the bond length
will decrease; and as bond length decreases, bond energy will increase. This is
because the attraction force is strong between the nuclei and the multiple shared
pairs. The bond energies and length between selected atoms with different bond
orders are given in Table 2.6.
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The relationship between bond length and bond energy can be extended by con-
sidering situations where one atom in the bond remains constant and the other varies.
For instance, the bond length of C-I is greater than C—Br is greater than C—Cl. Note
that bond length increases as the diameter of the atom bonding with C increases
(diameter of I > Br > ClI). Thus, the bond energy will be greatest in C—Cl, lower
in C-Br, and lowest in C-I.

Nonpolar and Polar Covalent Bonds Depending on the differences in elec-
tronegativities between the bonding atoms, a covalent bond could be either polar or
nonpolar (to various degrees). Examples of a nonpolar covalent bond are H,, F,, N,
and other covalent bonds between atoms of similar electronegativities. In these
bonds, the sharing of the bonding electrons is equal between the atoms and the bonds
are therefore nonpolar. On the other hand, as the difference in electronegativities
between the covalently bonding atoms increases, for instance in HF, the sharing of
the bonding electrons is unequal (the bonding electrons displace toward the more
electronegative atom). This produces a polar covalent bond. As the difference in elec-
tronegativity increases, the polarity of the bond increases, and if the difference
becomes large enough, the bond becomes ionic. For instance, F,, HBr, HF, and NaF
will have, respectively, nonpolar covalent, polar covalent, highly polar covalent, and
ionic types of bond.

Covalent Bonding in Carbon-Containing Molecules In the study of engineering
materials, carbon is very important since it is the basic element in most polymeric
materials. The carbon atom in the ground state has the electron configuration
1s?2s?2p?. This electron arrangement indicates that carbon should form two covalent
bonds with its two half-filled 2p orbitals. However, in many cases, carbon forms four
covalent bonds of equal strength. The explanation for the four carbon covalent bonds
is provided by the concept of hybridization whereby upon bonding, one of the 2s
electrons is promoted to a 2p orbital so that four equivalent sp® hybrid orbitals are
produced, as indicated in the orbital diagrams of Fig. 2.22. Even though energy is
required to promote the 2s electron to the 2p state in the hybridization process, the
energy necessary for the promotion is more than compensated for by the decrease
in energy accompanying the bonding process.

Carbon in the form of diamond exhibits sp* tetrahedral covalent bonding. The
four sp? hybrid orbitals are directed symmetrically toward the comers of a regular
tetrahedron, as shown in Fig. 2.23. The structure of diamond consists of a massive

. Hybridization .
HURURRRIE P It
Is 2s Two half-filled 1s Four equivalent half-filled
2p orbitals sp° orbitals
Ground-state orbital sp° hybridized orbital
arrangement . arrangement
Figure 2.22

The hybridization of carbon orbitals for formation of single bonds.
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hybrid bonds

Figure 2.23

. (a) The angle between the symmetric hybridized sp® orbitals in a carbon atom.

(b) Tetrahedral sp® covalent bonds in diamond called the diamond cubic structure. Each
shaded region represents a shared pair of electrons. (c¢) The z location of each carbon
atom is shown in the basal plane. The notation “0, 1" means there is one atom at z = 0,
and one atom at z = 1.

network with sp? tetrahedral covalent bonding, as shown in Fig. 2.23. This structure
accounts for the extremely high hardness of diamond and its high bond strength and
melting temperature. Diamond has a bond energy of 711 kJ/mol (170 kcal/mol) and
a melting temperature of 3550°C.

Covalent Bonding in Hydrocarbons Covalently bonded molecules containing
only carbon and hydrogen are called hydrocarbons. The simplest hydrocarbon is
methane in which carbon forms four sp? tetrahedral covalent bonds with hydrogen
atoms, as shown in Fig. 2.24. The intramolecular bonding energy of methane is rel-
atively high at 1650 kJ/mol (396 kcal/mol), but the intermolecular bond energy is
very low at about 8 kJ/mol (2kcal/mol). Thus, the methane molecules are very
weakly bonded together, resulting in a low melting point of —183 °C.
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Figure 2.24
The methane molecule with four
tetrahedral sp® bonds.

i T il
H—(f—?—H H__(f:-_(f:__(f—?-ﬂ $=(|: H—C=C—H
H H H H HH H H
Ethane n-Butane Ethylene Acetylene
mp = —172°C mp = —135°C mp = —169.4°C mp = —81.8°C
(a) (b)

Structural formulas for (a) hydrocarbons with single bonds and (b) hydrocarbons with multiple bonds.

Fig. 2.25a shows structural formulas for methane, ethane, and normal (n—)
butane, which are single covalently bonded, volatile hydrocarbons. As the molecu-
lar mass of the molecule increases, so does its stability and melting point.

Carbon can also bond itself to form double and triple bonds in molecules as
indicated in the structural formulas for ethylene and acetylene shown in Fig. 2.25b.
Double and triple carbon-carbon bonds are chemically more reactive than single car-
bon-carbon bonds. Multiple carbon-carbon bonds in carbon-containing molecules are
referred to as unsaturated bonds.

An important molecular structure for some polymeric materials is the benzene
structure. The benzene molecule has the chemical composition C;Hy with the car-
bon atoms forming a hexagonal-shaped ring referred to sometimes as the benzene
ring (Fig. 2.26). The six hydrogen atoms of benzene are covalently bonded with sin-
gle bonds to the six carbon atoms of the ring. However, the bonding arrangement
between the carbon atoms in the ring is complex. The simplest way of satisfying the
requirement that each carbon atom have four covalent bonds is to assign alternating
single and double bonds to the carbon atoms in the ring itself (Fig. 2.26a). This
structure can be represented more simply by omitting the external hydrogen atoms
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Figure 2.26

Structural formulas for benzene (a) using straight line bonding notation
and (b) simplified notation of (a). (c) Bonding arrangement showing
the delocalization of the carbon-carbon electrons within the ring, and
(d) simplified notation of (c).

(Fig. 2.26b). This structural formula for benzene will be used in this book since it
more clearly indicates the bonding arrangement in benzene.

However, experimental evidence indicates that a normal reactive double carbon-
carbon bond does not exit in benzene and that the bonding electrons within the ben-
zene ring are delocalized, forming an overall bonding structure intermediate in chem-
ical reactivity to that between single and double carbon-carbon bonds (Fig. 2.26c).
Thus, most chemistry books are written using a circle inside a hexagon to represent
the structure of benzene (Fig. 2.264d).

Covalent Bonds and Material Properties Materials that consist of covalent bonds
are numerous: most gas molecules, liquid molecules, and low-melting solid mole-
cules are formed through covalent bonds. Also, what is common among these mate-
rials is that they are molecular (the bond between molecules is weak). The covalent
bonds between the atoms are very strong and are difficult to break; however, the
bond between molecules is weak and breaks easily. Therefore, such materials boil
or melt very easily. We will cover the nature of these bonds in future sections.

In contrast to the above molecular materials, in some materials called network
covalent solids (no molecules), all the bonds are covalent. In such materials, the
number of neighbors for an atom depends on the number of covalent bonds avail-
able as per the bond order. Two examples of such covalent solids are quartz and dia-
mond. The properties of quartz reflect the strength of the covalent bonds in it. Quartz
is made up of Si and O atoms (SiO,) continuously connected to each other through
covalent bonds in a 3-D network. There are no molecules in this material. Similar
to diamond, quartz is very hard and melts at a high temperature of 1550°C. The high
melting point of network covalent solids is a reflection of the high bonding energies
and the true strength of covalent bonds. Covalent materials are poor conductors of
electricity not only in a network solid form but also in a liquid or molten form. This
is because electrons are tightly bonded in the shared pairs, and no ions are available
for charge transport.
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2.5.3 Metallic Bonds

Although two isolated metal atoms may form strong covalent bonds between atoms
(Na,), the resulting material will be gaseous, i.e. the bond between Na, molecules
will be weak. The question is then, “What type of bond holds the atoms of solid
sodium (or any other solid metal) together?” It is observed that during solidification,
from a molten state, the atoms of a metal pack tightly together, in an organized and
repeating manner, to lower their energy and achieve a more stable state in the form
of a solid, thus creating metallic bonds. For instance in copper, each copper atom
will have 12 neighbors packed around it in an orderly fashion (Fig. 2.27a). In the
process, all the atoms contribute their valence electrons to a “sea of electrons” or
the “electron charge cloud” (Fig. 2.27b). These valence electrons are delocalized,
move freely in the sea of electrons, and do not belong to any specific atoms. For
this reason, they are also called free electrons. The nuclei and the remaining core
electrons of tightly packed atoms form a cationic or a positive core (because they
have lost their valence electrons). What keeps the atoms together, in solid metals, is
the attraction force between the positive ionic core (metal cations) and the negative
electron cloud. This is referred to as metallic bonding.

The metallic bond is three-dimensional and nondirectional, similar to the ionic
bond. However, since there are no anions involved, there are no electrical neu-
trality restrictions. Also, the metallic cations are not held in place as rigidly as they
are in ionic solids. In contrast to the directional covalent bonds, there are no shared
localized electron pairs between atoms; metallic bonds are therefore weaker than
covalent bonds.

Positive ion cores

Valence electrons in the form
of electron charge clouds

(@) (b)

Figure 2.27 .

(a) The ordered, efficiently packed structure of copper atoms in a
metallic solid. (b) The positive ion core and the surrounding sea of
electrons model for metallic bonding.



2.5 Primary Bonds

Metallic Bonds and Material Properties The melting points of pure metals are
only moderately high because, for melting, it is not required to break the bond
between the ionic core and the electron cloud. Thus, on average, ionic materials and
covalent networks have higher melting temperatures because they both require break-
age of the bonds for melting. The bond energies and the melting point of metals vary
greatly, depending on the number of valence electrons and the percent metallic bond-
ing. In general, group 1A elements (alkali metals) have only one valence electron
and possess almost exclusively metallic bonds. As a result, these metals have lower
melt temperatures than group 2A elements that have two valence electrons and a
higher percentage of covalent bonding.

The elements in the fourth period, including the transition metals, their outer elec-
tronic configurations, bond energies, and melt temperatures, are presented in Table 2.7.
In metals, as the number of valence electrons increases, the attraction force between the
positive core and the electron cloud also increases; K (4s') with one valence electron
has a melt temperature of 63.5°C compared to considerably higher 851°C for Ca (4s?)
with two valence electrons (Table 2.7). With the introduction of 3d electrons in the tran-
sition metals, the number of valence electrons increases as does the melt temperature
with a maximum of 1903°C for Cr (3d°4s!). This increase in bonding energy and melt
temperature in transition metals is attributed to an increase in the percentage of cova-
lent bonding. As the 3d and 4s orbitals become full, the melt temperature again starts
to drop among transition metals with the lowest of 1083°C for copper (3d'%4s!). After
Cu, there is an even more significant drop in melt temperature for Zn (4s2) to 419°C.

The mechanical properties of metals are significantly different than those of ionic
and covalent networked materials. Pure metals, specifically, are significantly more
malleable (soft and deformable) than ionic or covalent networked materials. As a
matter of fact, there is limited structural application for pure metals because of their
softness. This is because, under the action of an external force, the ions in the metal

Table 2.7 Bonding energies, electron configurations, and melting points of the fourth-
period metals of the periodic table

: Electron ___ Bonding energy Melting
Element configuration kJ/mol keal/mol point (°C)
K 4s! 89.6 21.4 63.5
Ca 4s? 177 422 851
Sc 3d!4s? 342 82 1397
Ti 3d24s? 473 113 1660
v 3d4s? 515 123 1730
Cr 3d%4s! 398 95 1903
Mn 3d54s2 279 66.7 1244
Fe 3d54s? 418 99.8 1535
Co 3d74s? 383 91.4 1490
Ni 3dt4s? 423 101 1455
Cu 3d'%4s! 339 81.1 1083
Zn 452 131 31.2 419
Ga 4s24p! 272 65 29.8
Ge 4s24p? 377 90 960
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.. External

force

Figure 2.28

(a) The deformation behavior of metallic solids. (b) The blow will force the
cations to slide past each other and thus allow great deal of malleability.
{The McGraw-Hill Higher Education/Stephen Frisch, photographer.)

can slip past each other with relative ease, Fig. 2.28. The bonds between the ions in
a metal can be broken at lower energy levels compared to ionic and covalent bonds.
Compare this behavior to that presented in Fig. 2.19 for ionic materials. In future chap-
ters, we will explain how the strength of a pure metal can be significantly increased
through alloying impurities, plastic deformation, grain refinement, and heat treatment.
The main utilization of pure metals is in electrical and electronic applications. Pure
metals are excellent conductors of electricity because of the delocalized nature of the
valence electrons. As soon as a metal component is placed in an electrical circuit, each
valence electron will rather freely carry a negative charge module toward the positive
electrode. This is impossible in ionic or covalent materials because the valence elec-
trons are tightly held in place by the nuclei. Finally, metals are excellent conductors of
heat because of the efficient transfer of thermal atomic vibrations across the metal.

2.5.4 Mixed Bonding

The chemical bonding of atoms or ions can involve more than one type of primary
bond and can also involve secondary dipole bonds. For primary bonding there can
be the following combinations of mixed-bond types: (1) ionic-covalent, (2) metallic-
covalent, (3) metallic-ionic, and (4) ionic-covalent-metallic.

Tonic-Covalent Mixed Bonding Most covalent-bonded molecules have some ionic
binding, and vice versa. The partial ionic character of covalent bonds can be inter-
preted in terms of the electronegativity scale of Fig. 2.14. The greater the difference
in the electronegativities of the elements involved in a mixed ionic-covalent bond,
the greater the degree of ionic character of the bond. Pauling proposed the following
equation to determine the percentage ionic character of bonding in a compound AB:

% ionic character = (1 — (19X, ~ X% (100%) (2.12)

where X, and X, are the electronegativities of the atoms A and B in the com-
pound, respectively.

Many semiconducting compounds have mixed ionic-covalent bonding. For
example, GaAs is a 3-5 compound (Ga is in group 3A and As in group 5A of the



